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APPLIED COMPUTATIONAL ELECTROMAGNETICS SOCIETY
The Tenth Annua! Review of Progress in Applied Computaitonal Blectromagnetics

From The Conference Chairman To All Attendees:

On behalf of the conference commitiee, welcome and thank you for
coming 10 ACES '94, Also welcome (back) to Monterey, to California, and to
the Naval Postgraduaie School from which we have our roots. If you are from
abroad, of course, welcome (back) to the USA. If this is your first time here, an
extra welcome, and an invitation to ask any of us to give you our version of
where to go and what to do, or kow you can become involved--we do need you!

As fwritc this letter, the Jenuary 94 carthquake in the Los Angeles area,
and its after shocks, are still very much in the news; as we plan this enjoyable
week for us all, I cannot help but think of those affected, possibly some of you.
I find it remarkable that despite the numerous calamiiies affecting Aé’ES'
beauatéfhul host state of California, an atmosphere of cnergetic hope always

rev

For this 10th Anniversary meeting, we have tried to make it specia’ cud
memorable, and to give a distinct thank you to Dick and Pat Adler for thei: years
of sclfless service. We tried 1o centralize everything around the
Doubletree/Convention Center so as to give Dick and Pat somewhat of a break
this year. We have coordinated noteworthy social events, vendor exhibits, and
short courses. We deliberately tried to expand the short courses and sessions so
that those of you at home with ACES can reach out to other related uress like
Wavelets, Time Frequency Analysis, and Measurement Validation, We also felt
that with rescarch money being tight, if ACES was the one conference you went
to this year, you would be able to partially dive. ;ify while here,

By way of ackmowledgments and thanks, once again Dick and Pat Adler,
and Pat's team of dedicated ladies who work so hard behind the scenes, not only
here during the conference, but all year. Jodi Nix, who I'm sure you all talked to
at lcast once this past year, has been the hands and feet of ACES '94 for over a
year. She attended ACES '93, visited the Doubletree, gave ACES publicity at
numerous other conferences this past year, and contacted countless perspective
participants in various capacities. She and her team at Veda designed our
letterhead, poster, flyers, etc., coordinated all the mailings, and even kept me on
schedule; please thank her every time you see her!

Thanks to Jeff Fath, Dennis Andersh, and the Air Force Wright
Laboratories for support, advice, publicity, and help with every fuacet of this
conference; to Rob Lee and Jin Fa Lee who, as you can see, did a super job in
pulling together all the short course ideas into a working reality. Ray Luebbers,
the ACES 95 (despite what it says in the January announcement) Conference
Chairman, did a great job in helping us cut this year providing overall help and
paper review,

Last but not least to my friend God I simply say thank yo.:, sir, and please
don't let the earth shake while we are here.

Best Wisghes,
Amdy Teraioli, Chainme,
1994 ACES Conference.
Dayton, Ohio
February, 1994

THE LINK BETWEEN DEVELOPERS AND USERS OF COMPUTATIONAL ELECTROMAGNETICS TECHNIQUES
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ACES PRESIDENT’S STATEMENT

It’s nice to be here in Califomia in March, especially considering the frigid weather we
experienced in the Midwest this past winter.

It's especially nice, however, to be here for the tenth annual conference of ACES. 1t’s
hard to belicve that nine years have gone by since Ed Miller and his colleagues at
LLNL convened a meeting to determine if there was a need to form a society to cater to
the nceds of the computational electromagnetics community. The answer was ¢
resounding ‘yes’ then, and so it remains today.

ACES is unique in its attitude to the profession. It has senior-level researchers,
certainly, who publish significant papers, and yet much of the email I read comes from
amateur radio operators who want to use NEC in their nonprofessional activitics, and
naturally look to ACES to givc them support in their endeavors. Perhaps that’s more of
a credit to NEC, but ACES started as a virtual NEC user’s group, and it’s nice to see
that we haven’t lost our roots.

Andy Terzuoli and Jodi Nix have done a great job in organizing the conference, We
owe them a great debt. And how about Dick and Pat Adler? You thought they were
just & couple of names who wanted your money. Now that you've had & chance to meet
them, and their support staff, you can do the right thing and thank them, too.

Let me tell you how to get the most out of this conference: meet colicagues, see the

acquarium, o to the banquet, have a good time. The papers will be so much beuter if
you're in a good mood. ‘That’s what we want for you,

Harold A. Sabbagh
ACES President
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ACES 1994 SHORT COURSES

MONNAY MARCH 21 FULL DAY COURSE

"WAVELET ELECTRGDYNAMICS™
by Gevuld Kaiser, Dept. of Mathematical Sciences, UMass-Lowell

MONDAY MARCH21 FULL DAY COURSE

"TIME-FREQUENCY ANALYSIS"
by Leon Cohen, Hunter College snd Graduate Center of CUNY

MONDAY MARCH 21 FULL DAY COURSE

"GEMACS FROM A-Z"
by Buddy Coffey, Advanced EM

MONDAY MARCH 21 HALF DAY COURSE

"FDTD FOR ANTENNAS AIND SCATTERING"
by Ray Luebbers, Penn State University

MONDAY MARCH 21 HALF DAY COURSE

"MEASUREMENT VALIDATION FOR COMPUTATIONAL ELECTROMAGNETICS"
by Al Dominck, Ohio State University

MONDAY MARCH 21 HALF DAY COURSE
"USING MODEL-BASED PARAMETER ESTIMATION TO iNCREASE EFFICIENCY
AND EFFECTIVENESS OF COMPUTATIONAL ELECTROMAGNETICS™

by Ed Miller, Los Alamos National Lab

SATURDAY MARCH 26 FULL DAY COURSE
"FINITE ELEMENT METHODS FOR ELECTROMAGNETICS"

by Jin-Fa Lee, Worcester Polytechnic Institute; Robert Lee, Ohio State University;

Tom Cwik, Jet Propulsion Laboratory; and John Braver, MacNcal-Schwendier Corporation
SATURDAY MARCH 26 FULL DAY COURSE
"WIRE ANTENNA MODELING USING NEC"

by Richard Adler, Naval Postgraduaic School; James Breakall, Penn Statc University;

and Gerald Burke, Lawrence Liverniore T fational Lab

SATURDAY MARCH 26 HALF DAY COURSE

"VOLUME-INTEGRAL EQUATIONS IN EDDY-CURRENT NONDESTRUCTIVE
EVALUATION"

by Hal Sabbagh, Sabbegh A ssociates
SATURDAY MARCH 26 HALF DAY COURSE

"ELECTROMAGNETIC CHARACTERIZATION OF ELECTRONIC PACKAGES”
by Andreas Cangellaris, University of Arizona
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FD-TD Algorithm for the Nonlinear Maxwell’s Equations
with Applications to Femtosecond Soliton Propagation

Peter M. Goorjian Rose M. Joseph and Allen Taflove
Mail Stop T27B-1 EECS Dept., McCormick School of Engiu.
NASA-Ames Research Center Northwestern University

Moffett Field, CA 94035-1000 Evanston, Illinois 60208-3118

(415) 604-5547 (708)491-4127

Experimentalists have produced all-optical switches capable of 100 femtosecond responses.
Also, there are experimental observations of spatial soliton interactions. To model such effects,
noulinearities in optical materials mu  be included. The behavior of electromagnetic fields in
nonlinear dielectrics can be determinc.! by solving the nonlinear Maxwell’s equations. However
currently, the standard method for determining the fields is to solve the nonlinear Schrodinger
equation (NLSE), which is an approximation that neglects the optical carrier of the pulse. For
modeling small scale engineered inhomogeneities in optical devices, on the order of 0.1 to 10
optical cycles, the assumptions in the NLSE become unjustified.

In this paper, solutions are presented of calculations of the 2-D vector nonlinear Maxwell’s
equations for propagating and scattering temporal and spatial solitons in matcrial media
having linear and nonlinear instantaneous and Lorentzian dispersive effects in the electric
polarization. The optical carrier is retained in these calculations. A finite difference method
15 used to solve Maxwell's equations and the nrdinary differential equations that determine
the linear and nonlinear dispersive effects [1].

Figure 1 shows the electric tield of a propagating optical soliton carrier pulse in a dielectric
waveguide. Notice that the pulsc is not dispersing due to the nonlinear effects. Figure 2 shows
the collision of two equal-amplitude, counter-propagating solitons. After the collision, the two
pulses regain their original shapes. The presentation will include a video of these calculations.
Figure 3 shows the simulation of the parallel co-propagation of two in-phase, equal-amplitude
spatial solitons. The separation provides the basis for an all-optical switching mechanism
because, without the sccond beam, a single beam will travel undeflected.

This new approach enforces the vector field boundary conditions at all interfaces of dis-
similar media in the time scale of the optical carrier. Therefore this approach is completely
general. It assumes nothing about the homogeneity or isotropy of the opticz! medium, the
magnitude of the nonlinearity, the naturc of the materials’s frequency dependence or the
stape, duration and vector nature of the optical pulses. By retaining the optical carrier, this
method solves for fundamnental quantities, viz. the electric and magnetic fields in space and
time, rather than a nonphysical envelope function. It has the potential to provide 2-D and 3-D
modeling capability for millimeter scale integrated optical circuits having sub-um engineered
inhomogencitics.

1. Goorjian, P. M., Taflove, A., Joseph, R. M., and Hagness S. C., IEEE J. (uantum Elec-
tronics, Vol. 28, No. 10, pp. 2416-2422, Oct., 1992.

2, Joseph, R. M., Goorjiau, P. M., and Taflove, A., Optics Letters | Vol. 18, No. 7. pp.
491-493, April 1, 1993.
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Fig. 1. Electric field of » propagating optical soliton carrier pulse with initial hyperbolic secant envelope (A = 2.19
pm, 7 = 14.6 f3) in 1-ym thick Lorentz medium dielectric waveguide, including quantum effects such as the
Kerr and Raman interactions.
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Fig. 2. Electric field of colliding counter-propagating solitons corresponding to Fig. 1, (approaching, destructively
interfering, constructively interfering, separating).

Fig. 3. Electric field of two parallel, in-phase, co-propagsting spatial solitons showing alternating attraction and

repuliion interactions for 5 aniform dielectric medium having a finite nonlinearity.



Finite Difference - Time Domain Tests of
Random Media Propagation Theory

L. J. Nickisch
Mission Research Corporation
2800 Garden Road, Suite 2
Monterey, California 93940-5326
and
P, M. Franke
University of lllinois at Urbana-Champaign
Department of Electrical and Computer Engineering
323 CSRL MC-229
1308 W. Main Street
Urbana, IL 61801

Abstract

The recent extension of the Finite Difference - Time Domaiu (FDTD) method to fre-
quency dependent media [Nickisch and Franke, 1992] allows FDTD to now be applied to
ionospheric propagation. The FDTD method solves the Maxwell equations directly iu the
time domain by temporal integration. No approximations beyond that of finite differenc-
ing wre necessary, although thc direct enforcement of certain approximations is possible.
By doing so, the method can be used to explore the effect of many standard propagation
approximations. We consider certain approximations typically applied to the problem of
propagation in randomly structured ionization such as the neglect of polarizaticn cc .pling
and the assumption of small angle scattering.

1. Introduction

Due to advances in the computational speed of modern processors and the availability
of relatively inexpensive computer memory, the Finite Difference - Time Domain (FDTD)
method is becoming increasingly viable as a calculational tool for physically realistic electro-
magnetic propagation problems. In the FDTD method, the Maxwell equations (or equations
derived from them) are solved directly in the time domain by converting the continuum equa-
tions to discrete difference equations - approximating derivatives as finite differences. Until
relatively recently, frequency dependent media (such as the ionospheric plasma) presented a
problem to the FDTD approach since for such dispersive media the relation of the electric
displacement to the electric field implies a convolution in the time domain. As we have
reported [Nickisch and Franke, 1992], it is possible to fully account for the dispersive nature
of the medium without resorting to convolutions. Qur approach incorporates the absorp-
tive and anisotropic nature of the ionospheric channel as well, and we have shown that the
method is capable of extreme accuracy. Since the FDTD method requires no approximations

U




other than that implicit in the finite differencing, it is ideal for the application on which re-
port here, that of examining the way in which the standard random media approximations
degrade when applied outside their regime of strict validity.

Interest in the applicability of approximate propagation theory outside intended regimes
arises, in particular, in the arena of HF communicaticns and radar. Theoretical treatments
for the calculation of signal decorrelaiion effects derived for satellite communications at sub-
stantially higher frequencies are comnionly applied to the HF band (3 - 30 MHz) simply
because no alternative exists. Yet certain of the approximations assumed in the derivation
of the theoretical expressions arc manifestly violated at HF frequencies for particular envi-
ronments. For example, the derivation of the parabolic equation ‘or the two-position mutual
coherence function assumes (arnong other things) that the field correlation length remains
large compared to the wavelength of the propagating field. Yet analysis of measured HF
channel probe data for propagation through the naturally highly structured ionosphere of
the earth’s polar region indicates tLat the field correlation lengths are often smaller than a
wavelength [Nickisch, 1992]. Since the predictions of the approximate propagation theory
are used to design cornmunication and radar systemns for stressing environments, one would
like to have some indication of how reliable such extrapolated results are.

In the following section we will review the approximations leading to the parabolic equa-
tion for the two-position mutual coherence function. In Section 3 we will compare results
obtained usiug the FDTD mcthod for the full vector wave equation to FDTD solutions of the
scalar Helmholtz wave equation, and further compare these resuils to the predictions of the
propagation theory of Section 2. Finally, in Section 4, we will briefly discuss the implications
of our results.

2. Random Media Propagation Theory — the Parabolic Wave Equation
and the Two-Position Mutual Coherence Function

The source free Maxwell equations are

V-D=0 (1)
V.B=0 (2)
= = 8B
VxE=-— (3)
= - 8D
VXH—E '

where for the medium we are concerned with, B = p.H, and Ho is te permeability of free
space. The electric displacement D 1s related to the electric field £ by th: expression

-

=¢E+P (5)



where ¢, is the permittivity of free space and F is the electric polarization. The electric
polarization acconnts for the reaction of a medium to impressed electromagnetic fields (charge

displacement), a such is obtainable from a dynamical equation. For a charged cold
plasma, this dynaiu: .l equation is [Budden, 1985],

. 18P - m, (8P 9P ,

—eF + -IEE x Bg = N—.e (-a_tz_ -+ VC*E) . (6)

Equation (6) is simp] lewton’s Second Law relating the forces on the charged plasma to
the plasma acceleration, written in termis of the electric polarization P. We have included
in (6) the forces on a charge due to the applied field of our wave of interest and the external
geomagnetic field Bg responsible for magneto-ionic splitting. The collisional forces respon-
sible for signal absorption are incorporated through the electron collision frequency v, in the
last term.

The vector wave equation is readily obtained from the Maxwell equations by applying
the curl operator to (3) and applying (4), with the result

1PE .5 oo = PE
Gz =V E-VIV-E)~pepr (7)
Here ¢ = 1/,/fio€; is the vacuum speed of light.

Thus far we have made no approximations aside from some modeling assumptions in
Equation (6) regarding the simple collision frequency model for absorption and the neglect
of the impressed magnetic field in deference to the stronger geomagnetic field; the vector
wave equation is essentially exact.

In many cases the propagation medium can, to a high degree, be modeled as linear in its
response to impressed fields. It is then useful to define a dielectric constant of the medium.
Since our discussion of the parabolic wave equation will follow that of /shimaru [1978, chapter
20], we will use his notion of a relative dielectric constant ¢, , so that in the frequency domain
Equation (5) becomes

Diw) = oty (w)E(w) . (8)

Most generally the relative dielectric constant is a tensor and its product with £ on the RHS
of (8) is a tensor product, but the standard random media propagation theory we ar¢ about
to discuss neglects anisotropy, so there is no need here to consider anything but the scalar
case. (This is actually an approximation since the ionospheric plasma is indeed anisotropic
due to the influence of the geomagnetic field,) In the frequency domain, the vector wave
equation (7) becomes

0=V E+kE VYV E) , (9)
where k, = w/c¢ is the free space wavenumber, The last term on the RHS is the only term

which can couple different ficld polarizations, and we will refer to it as the polarization
coupling term. Neglec.ng this term results in the scalar Helmholtz wave equation.




When can the polarization coupling term be neglected? By Equation (1), we obtain the
identity

0=6-(£,E‘)=c,6-1§+(6¢,)-f , (10)
and hence the vector wave equation (9) can be rewritten as
Ve,

(34

0=V’E+k35,1~5+6[ E (1)

In this form one can see that for media with structure scale sizes L, which remain large
compared to the field wavelength A = 2r/k,, the polarization coupling term may be neglected
relative to the k? term (that is, by expanding the derivatives of the polaiization coupling
term and approximating, for example, d¢,/dz with ¢, /L,, one argues that each piece of the
expanded polarization coupling term must remain smaller than the k2 term and can therefore
be neglected). Thus the standard random media propagation theory for strong scatter begins
with the scalar Helmholtz wave equation

0 = V(7 + Ke.u(7) (12)

where u(7) stands for any component of the vector field E(F)

We now sketch the derivation of the parabolic wave equation, following Ishimuaru [1978,
chapter 20] in substantially reduced detail and placing emphasis on the approximations
employed. First the propagation medium is assumed to cousist of a smooth background
contribution (¢.(7)) with superimposed random structure «;(7),

&(F) = {e)1 + «1(7)] . (13)

Writing k* = k%(¢,), the Helmholtz wave equation becomes

0= [V? 4+ K1 + ()]« . (14)

The parabolic wave equation is obtained from (14) by neglecting backscatter and as-
suming that the propagation is confined to only :mall angular deflections from a preferred
direction (here taken to be the £ direction). Thus the field is written as

u(f) = U(Aet (15)
where the exponential is assumed to contain the rapid field variations and its sign indicates
that only forward propagating coniributions are accounted for. U(F) is assumed to be only
slowly varying spatially. When this form is substituted into (14), one finds that the term
containing §*U(#)/8z? ix negligible relative to the term which mixes the first derivative of
U with the first derivative of the exponential, as long as the scale of variation of () in the

propagation direction (denoted ¢.) remains large compared to a wavelength, £, > A. The
resulting parabolic wave: equation is




2080 4 T U 4 e =0 (16)

Here V2 is the Laplacian acting only on the spatial coordinates transverse to the assumed
direction of propagation. The advantage of the parabolic wave equation is that it is first
arder in the direction of propagation, so that solutions can be obtained from it by simple
integration. Its disadvantage is its restriction to small angle scatter (which is relrted to
the neglect of backscatter, the assumption that all fast field variations are contained in
the exponential of (15), and the neglect of the second derivative contributions of U in the
direction of propagation). (It is worth noting that a simple geometrical calculation of the
parallel correlation length based on a single phase-changing screen telates ¢, to the transverse
correlation length £, as €. ~ £2/A. Thus the restriction £, 3» X requires that £, > A as well.
The transverse correlation length is itself inversely proportional to the standard deviation
scattering angle, oy ~ A/€,. Tlus the restriction £, 3> A is actually a small angle scatter
restriction.)

From the parabolic wave equation, it is useful to derive equations for various expectation
values of field products, referred to as field moments. We will here consider the second mo-
ment, the two-position mutual coherence function ['(z, Ag) where 7 refers to the transverse
spatial coordinates,

[(z,4p) = (U(z, 6+ AUz, 7)) . (17)

The angle brackets refer to ensemble averaging (this averaging will be replaced with spatial
averaging in our FDTD processing to be discussed in the next section) and the asterisk
refers to conplex conjugation. Implicit in the definition (17) is the assumption that the two
positon mutual coherence function depends only on the transverse spatial separation of the
field points, but not on their absolute positions. An equation for the two-position mutual
coherence function can be derived from the parabolic wave equation. We will not reproduce
that derivation here, but again refer the interested reader to fshimaru [1978). lts derivation
requires use of the Markovian approximation, that the dielectric fluctuations of the medium
are delta correlated in the propagation direction,

(6(F+ AF)a (7)) = 6(Az)A(z,Af) . (18)

The impact of this assumption is thought to be small for the calculation of the transverse
correlation of the field, and we will not specifically address it further here. The resultant
equation for the two-position mutual coherence function is

0 1
5 ;.z(f,c.m] T{z,88) =0 (19)
where
K =
d(z,08) = 51A(=,0) - Alz. 5] (20)



is the differential phase structure function. The solution of (19) is simply

[(z,Ap) = e 2089 (21)

where D(Ap), the phase structure function, is the integral of the differential structure func-
tion over the propagation path.

The dielectric fluctuations of (18) can be related to electron density fluctuations by
making use of the relation ¢, = 1 — (r.c?/m}N,/f?, valid for an isotropic collisionless cold
plasma. Here r. is the classical electron radius and f is the wave frequency. Let & represent
the fractional electron density deviation,

AN,
£=22% (22)
(Ne)
In Section 3 we will consider FDTD propagation orthogonal to elongated electron density
structure described by a Gaussian autocorrelation function,

2 - 2
Belp) = e (23)

where L, characterizes the scale size of the electron density structures. For propagation
through a structured slab of length L, the phase structure function for the Gaussian case is

D(Ay) = 203 [1 - e-e‘f—] (24)
where
o} = Va(Ar)’LL.oy, (25)
and
ok, = E(N)? . (26)

This brings us another typically applied approximation. the so-called Quadratic Structure
Function (QSF) approximation. Since the two-position mutual coherence function sclution
(21) is simply the exponeitial of the phase structure function, a Gaussian mutual coherence
function is obtained when the phase structure function is quadratic. ludeed, if the exponen-
tial in (24) is expanded in a Taylor's series, such a quadratic structure function is obtained
by neglecting terms of higher power than two. Such an approximation is valid, however,
only under conditions of sufficiently strong scatter that the mutual coherence function is
essentially zero for spatial separations exceeding L,. Figure 1 shows the effect of the Q3F
approximation, Here the parameters of the ionized medium have been chosen to agree with
those used in our FDTD runs to be discussed in the next section. The solid curves are the
mutual coherence functions obtained from the parabolic equation (PE) solution (24) and
the dotted curves are the corresponding QSF approximation results. Only in the strongest
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Figure 1: Mutual coherence functions obtained using the full parabolic equation result (solid
curves) and the quadratic structure function approximation (dotted curves).
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scattering cases do the two solutions agiee. For moderate to weak scatter, the GSF approx-
imation fails to exhibit the semi-coherent “wings” of the full PE solution. The QSF result
does match the the ceniral “Gaussian” portion of the full PE result.

One important result of the QSF approximation is the simple expression for the transverse
correlation length, defined as the 1/e point of the (Gaussian-shaped) QSF mutual coherence
function. For our case of interest (propagation orthogonal to infinitely elongated electron
density structure) the field correlation length transverse to both the propagation direct'on
and the elongation direction, £,, is given by,

tg=Le (27)
)

More general second moments are also of interest such as the case in which the fields in
(17) are evaluated at separated frequencies as well as separated spatial points, and various
approaches to the solution of the associated second moment equation exist. Notably, Knepp
[1983, 1985] has obtained an analytic solution for the two-position two-frequency mutual
coherence function for a spherical wave impinging on a randomly structured slab of back-
ground electron density. This solution can be reduced to the single frequency plane wave
case discussed above by receding the spherical wave source to an infinite distance from the
medium and setting the frequency separation to zero.

Let us snmmarize the above development for propagation in the strong scatter regime.
First the uiue vector wave equation is reduced to the scalar Helmholtz wave equation by
neglecting the polarization coupling contribution (generally valid when the field wavelength
is small relative to the ionospheric structure scale size). Then it is assumed that the field
is dominantly forward scattering; all backscattered contributions are ignored. It is further
assumed that this forward scattered field is scattered through only small angles, resulting
in the so-called porabolic approximation in which a second derivative contribution in the
propagation direction is neglected relative to other terms (generally valid when the field
correlation length is large relative to the field wavelength). From the parabolic wave equa-
tion, stochastic equations are formed for higher field moments, usually under the assumption
that the fluctuations in the refractive index are small relative to the mean, and the Markov
assumption is used (the propagation medium is assumed to be delta correlated in the propa-
gation direction). From this point further analytical progress is made by assuming that the
moments depend only on transverse spatial separations, not on absolute positions. Finally, it
is often assumed that the scatter is sufficiently strong that the quadratic structure function
(QS}') approximation is valid.

3. FDTD Propagation in Randomly Structured lonization

The analysis we are about to present extends an earlier, very preliminary look into FLTD
propagation in randomly structured ionization [Nickisch and Franke, 1993]. In that work we
presented results based on FDTD computations performed with grid densities which ranged
from minimally adequate at the lower frequencies considered (eight pe ats per wavelength)
to inadequately sparse at the higher frequencies (four points per wavelength). However, the
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potential of the method was demonstrated and some indication of the nature of the discrep-
ancy between the approximate theoretical results and full vector wave FDTD results was
gleaned. The current work is based on significantly enhanced grid densities and additionally
includes comparisons with FDTD-generated solutions of the Helmholtz wave equation.

The FDTD computations were performed on a 1024 by 512 point mesh, with the longer
Gimension in the direction transverse to the direction of propagation of the incident plane
wave pulse. The grid spacing was taken to be 1 meter in each direction of the 2-D mesh,
which allowed better than ten point per wavelength resolution for frequencies up to 30 MH..
The incident pulse form (in the propagation direction) was chosen to be a single cycle of a
squared cosine (and planar in the transverse dimension), and its ternporal width was adjusted
so that its frequency spectrum was essentially zero at frequencies abeve 30 MHz. Thus the
grid was able to support the full frequency content of the signal with excellent resoiution.
The incident pulse was polarized in the transverse (y) direction.

The randomly structured medium cousisted of a background slab of ionization at a plasma
frequency of 4 MHz, 320 meters long in the propagation (&) direction. with steep exponential
tapering at the forward and backward edges, and extending the entire transverse dimension.
The superimposed random structure had a Gaussian autocorrelation function characterized
by an L, = 32 meter scale, and the fractional electron density variance was varied between
£ =0.2 - 0.0 for the different runs.

These 2-D computations actually 1epresent 3-D propagation for a plane wave pulse inci-
dent norrally on ionization structure infinitely elongated in the third () direction. Periodic
boundary conditions were employed at the transverse grid edges. Second order Mur absorb-
ing boundary conditions were uced at the forward and backward edges [Mur, 1981]. Only
the forward propagating field was studied in detail; the signal time history was recorded at
a plane beyond the structured slab of ionization.

Figure 2 displays the time history at the receiver plane of the principal polarization of
the field for the vector wave case with £ = 0.8. Angular scatter is evident in the contorted
wavefronis. The corresponding cross-polarized field component is shown in Figure 3. Note
that this cross-polarized energy would not appear for the scalar Helmholtz wave equation
since no polarization coupling occurs there; the energy transferred to the cross-polarization in
the vector wave equation case remains in the principal polarization in the Helmholtz case. In
Figure 4, the frequency domain content of the principal polarization is disp! yed (magnitude
only), illustrating one of the greatest advantages of the time domain approach over spectral
approaches: In a single calculation we have computed the response a very large portion of
the HF band. Frequency domain approaches would have required numerous calculations to
obtain such coverage. We note that signal absorption due to electron collisions was accounted
for in this calculation, and thus much of the lower frequency content of the incident sigual
has been removed by the medium. The geomagnetic field was turned off here, however, so
there are no anisotropic effects.

In addition to the performing full vector wave FDTD computations, we also performed
similar computations with the scalar Helmholtz wave equation by neglecting the polarization
coupling term in Equation (7). Figure 5 displays the frequency domain conten of the
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Figure 2: Time domaiv field of the principal polarization for the vactor wave equation case.
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Figure 3: Time domain field of the cross-polarization for the vector wave equation case.
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Figure 5: Frequency domain field magnitude for the Helmholtz wave equation case.
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Helmholtz result. It is nearly indistinguishable from the principal polarization component
of the corresponding vector wave equation case, Figure 4. The difference appears to be
primarily one of amplitude as all the energy transferred to the cross-polarization in the
vector wave equation case remains in this polarization in the Helmholtz case. Though we
will not show specific examples here, we have noted substantially larger differences in the
backscattered fields of the two cases.

The reader familiar with RF signal propagation in randomly structured ionization will
pote that the calculational paiameters used in our FDTD computations (quoted above) are
stressing to the validity of the standard candom media propagation approximations. It is of
interest, then, to sec what the theory which makes use of all the approximations predicts in
this case. To perform such a comparison, we computed the two-position mutual coherence
function (MCF) of the received field across the frequency band for several realizations similar
to Figure 4, but for varying fractional electron density variances (£ = 0.2,0.4,0.6,0.8). We
then computed the correlation lengths of these MCFs and compared them to the results of
the analytical calculation discussed at the end of Section 2.

Figure 6 displays a subset of the mutual coherence functions computed from the FDTD
realizations (solid curves). Recall that the standard definition of the corrclation length is the
1/e point of the mutual coherence function. In order to compare with the QSF approximate
expression for the correlation length, we also fit the central peak of our FDTD generated
MCFs with Gaussians (dotted curves in Figure 6). The correlation lengths quoted in Figure
6 represent the 1/¢ points of these fitted Gaussians. The correlation lengths so defined
actually indicate the coherence scale of the random component of the field only.

The results of our correlation analysis are displayed in Figure 7. Here the FDTD vector
wave equation results arc shown as crosses, the Helmholtz results arc indicated by circles,
aud the approximate propagation theory results appear as solid curves (denoted QSF PE).
We point out that these computations were performed with supcrior FDTD grid resolution
(60 points per wavelength at 5 MHz and ranging to 10 grid points per wavelength at 30
MHz).

The first thing to nole about Figure 7 is the remarkable agreement of the methods
considering how far away from the regime of validity the theoretical approximations were
applied. The numerical values are at least of the same order of magnitude, and such accuracy
is often all that is required when considering system performance issues in severely structured
environments. One must bear in mind, however, that if the standard 1/e definition of the
signal correlation length had been applied in computing the vector wave and Helmholtz
results, their curves in Figure 7 would be arcing strongly toward iufinity at the RHS of
the figurc. But at least in an intermediate regime, the FDTD curves closcly approach the
theoretical curves.

The second point of interest is that in all cases the vector wave correlation lengths are
larger than the Helmholtz values. Thus, for the principal polarization, reglect of polarization
coupling produces a somewhat more pessimistic result from a system performance point of
view, We have found (but do not show here) that the correlation lengths of the cross-
polarized fields for the vector wave equation case are substantially smaller than those of the
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Figure 7: Correlation lengths of best fit Gaussians to the FDTD-computed vector wave
equation (crosses) and the Helmholtz wave equation (circles), compared to the theoretical
parabolic equation result under the QSF approximation (solid curves).
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principal polarization. The smaller coherence scale of the cross-polarized field occurs in these
cases because all field energy in the cross-polarized channel is the result of depolarizing scatter
of the principal polarization field from the random structure; there is no incident coherent
field in the cross-polarized channel.

Thirdly, there is a minimum frequency in each case below which the FDTD computed
correlation lengths grow larger with declining frequency, in marked contrast to the predictions
of the approximate theory. This is the regime where the most fundamental assumptions
leading to the parabolic wave equation are being violated; he field correlation length and
the structure scale size of the medium become smalier than the field wavelength. The effect
is manifested in smoother, more coherent fields.

4. Discussion

Comparison of Figures 1 and 6 is quite illuminating. Because the FDTD-computed MCF
is obtained by spatial averaging over a limited transverse dimension, as opposed to ensemble
averaging with an infinite data base, the “wings” of the FDTD-computed MCFs are not
smooth. Yet the agreement of Figures | and 6 is remarkable. This indicates that, at least
for the limited parameter regime tested, the parabolic approximation holds pretty well for
the principal polarization. The breakdown of the parabolic equation’s approximations is
primarily manifested at the lowest frequencies where the vector wave MCF's broaden relative
to the PE MCF's. The quadratic structure function approximation, however, is seen in these
figures to have a quite limited regime of applicability.

Our results, as summarized in Figures 6 and 7, indicate that when the approximate
propagation theory is applied in the regime where the field correlation lengths and the scale
size of medium structure approach or even get smaller than the field wavelength, it does
not underestimate the level of signal decorrelation. Similarly, in the regime where the QSF
approximation is invalid, at least the level of signal decorrelation is again not underestimated.
This is good from the standpoint that systems designed under the more stressing conditions
predicted by the approximate theory should be able to perform under the true, more benign
conditions. However, there is a danger that systems could be over specified, resulting in more
costly systems than necessary. Systems which might be predicted to fail by the predictions
of the approximate propagation theory (when applied outside of its regime of strict validity)
could possibly be able to operate in reality.

We must be careful in interpreting the increase of correlation length with declining {re-
quency exhibited on the LHS of Figure 7. Both conditions L, 3> A and £, » X are being
violated in the approximate propagation theory, and there is no way of ascertaining from the
current vet of FDTD data which violation is playing the dominant role in correlation length
growth. It seems plausible, however, that it is the smallness of the ionization structure scale
sizes with respect to the field wavelength which is most importaut; the structures arc less
effective at scattering wavelengths significantly larger than themselves.

The FDTD analysis presented here is very limited in scope. Only the forward propagating
wave was examined in detail, and this only for a structured plasma slab of onc fixed length
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with a Gaussian autocorrelation function of one fixed scale size. One should be cautious
about generalizing these results to other parameter regimes.
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3D Aualysis of Nonlinear Magnetic Diffusion by FDTD Techniques
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Abstract

The Finite-Difference Time-Domain (FDTD) approach is a particularly useful method for
investigating nonlinear electromagnetics because the nonlinear relationships may be directly
incorporated into the equation for advancing the electromaguetic fields. This approach is
applicable to nonlinear magnetic materials with or without hysteresis (i.c., ime dependence).
Problems with geometric details that are very small compared to signal wavelengths, however,
stress FDTD techniques. This occurs because the Courant-limited At can become small enough
10 require the use of > 10" time steps unless one is tricky. Tricky means observing that this sort
of problem has a solution which seldom depends on the speed of light c. Here, we demonstrate
successfully whacking the Courant stability condition senseless by defining ¢ to be 100 m/s.

Introduction

In a previous publication,! we described the "reduced-¢” technique for a magnetically
linear 3D problem. The lincar problem geometry is illustrated in Figure 1: It consists of an
aluminum enclosure with walls 0.0127 m (.5 in) thick. The overall enclosure is 2.54m x 2.54m
x 16.18m (100in x 100in x 637in). All of the walls are meshed into five cells, cach 0.0051 m
thick. Interior mesh count is 5 x 5 x 20 cells. The enclosure is driven by a curent on the
underlying conductor of

I=A(e®-e®) @
where
A =450 kA
o=2225" @
B =645) s

In this paper, we shall discuss excitation of a steel enclosure. The dimensions of the steel
enclosure differ in a minor way from the aluminum one: Its dimensions are 2.87m x 2.87m x
17.22m, and walls are .0118 m thick. The cell arrangement is identical to that shown in Figure
1 for the aluminum enclosure, so the actual cell sizes are proportionately altered in a minor way.
In Figure 1, the thickness of the wall cells is greatly exaggerated to mazke them visiblc.

While the objective of our study was to evaluate the magnetic fields diffusing into the

enclosure, the objective of this article is to illusirate a means for avoiding Courant-dictated At’s
which are ridiculously tiny. There has been FDTD work where one first makes a coarse pass to
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determine the general nature of the EM fields over a large object. One can then finely rezone
a small portion of the target and use the first-pass solution to drive the rezoned portion of the
target on a second pass. This scheme is call~d the two-pass algorithm. On the second pass, the
Courant-limited At can become onerously st il, even though there are no electromagnetic effects
that require fine temporal resolution, Tke reduced-¢ technique can however, be applied to the
second pass. This is a novel concept, and should penmit much more practical application of two-
nass FDTD procedures.

The Nonlinear Constituent Relations

For B vs. H nonlinear, but not with hysteresis, we first exprecsed u(H) = B/H in a three-
range dependence:

By, + VH) H<H,
pE) =4 Vo : H,, <H<H,

1 @)
avem-my P HEHw

If the nonlinear FDTD equations are used in this form, it is necessary to advance H by iteration:
u(H"™Y is first approximated by u(#"). The new H™ thus computed is then used to estimate
M(H™), and H is solved again. In the particular example we studied, onec iteration was
satisfactory, although we also tested five, two, and zero iterations. Table 1 shows some
magnetization model parameters we used. Figure 2 shows the associated B/H = u(B) vs. B
curves.

Table 1. Table of Model Parameters

a b v Vo By Biigs H, Hi
-
2;"‘ 400 122 | 13369 | 2.142x10° | 257 | 535 | 194 100
;;W 162 | 061 | 635 |2136x10°| 52 | 1.07 0 100
g*g” 16326 | 8107 | 8471 |2.115x10° | .39 | .8025 0 100
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Numerical Results

All results which we present are based on the speed of light being slowed to 5000 m/s
in normal cells (see Figure 1), and to 100 m/s across the thin dimension of the skinny cells. This
slowing is implemented by scaling €. Normally, one could also scale z, but we think that would
cause problems here due to the assumed magnetic nonlincarities. The ¢ scaling factors required
to reduce ¢ to this degree are about €, = 4 x 10° in ordinary cells and €, = 10** across the skinny
cells. These scaling factors, for the given cell dimensions, result in a model where all cell edges,
large and small, require about 20 ps for light o transit On the order of 3 x 10*, instead of 10"
time steps are thus required for calculations out to .5 s. Our calculation are all based on a steel
bulk conductivity of 2.5 x 10° S/m.

The enclosure was divided up intc measurement planes denoted 2 to 6, as illustrated in
Figure 3. The transverse magnetic field was sampled at four points in each plane, located as
Figure 4 shows. Experimental resuits we shall discuss were all taken at Cross-section 6. Figure
5 compares the experimentally observed maguoetic field at Observation Point 1 and the calculated
magnetic field based on the models parameterized in Table 1. The same data is compared at
Point 3 in Figure 6, at Point 5 in Figure 7, and at Point 7 in Figure 8. Generally speaking, fields
arc overpredicted near the floor of the enclosurc and underpredicted near the ceiling of the
enclosure. The Tape 2.4 model permits part of the enclosure floor to saturate, which results in
the major spike (i.c., shielding breach) predicted at early time at Observation Point 1.

Hysteretic Considerations

The steel enclosure walls actually exhibit considerable hysteresis. One model for B vs.
H with hysteresis is the cubic representation shown in Figure 9;

H@B) = aB* + aB* +aB + a, @
where, for the upper curve
(a; ay, a, ap) = (137.1, -242.2, 191.8, 700.) &3]
and for the lower curve
(a3 @y ay, ap) = (137.1, 242.2, 191.8, -700.) ©

If one is at some point (B", H*) within the area enclosed by the curves, and if B™! is a AB change
from B", then H™! is evaluated through an operation of the form

H™ = mw(anl __Bn) +H" (7)

where m,, is a multi-valued weighted slope defined to contain the hysteretic path within the

prescribed hysteresis and to follow the appropriate curve as the fields move into the saturation
region,
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In gencral, the complexitics of FDTD analysis with hysteresis present are outside the
scope of this publication. Qur intent is more to bedazzle the reader with the wonders of the
Courant-eluding reduced-¢ concept than to get bogged down in the dreadful drudgery of FDTD
characterization of hysteresis in 3D.

* Conclusions

We have demonstrated that, for geometries where ficlds evolve very slowly compared to
electromagnetic transit times, the Courant condition can be stretched many orders of magaitude
by scaling ¢ and/or u. The present article demonstrates a case where € was scaled by 10" to
reduce ¢ to 100 m/s. Usually, € and u are best scaled equally, so the free-space impedance £/
is not modified. Where € is scaled by &, u is unscaled, and the input drive is a current or
magnetic field, reduced-c computations will output E fields low by the factor (g,)".
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Figure 1. FDTD model of aluminum or

steel enclosure.

23




2000.0

LEGEND
4w MUR4
+ = MURS
ool W
I/ LY X %.
00.0 1 f.-

Y X = MURG
A\

= MUR7
\ v = MURB

\ N
LN
% (AN
5000 \
A ", X
0.0 e |
0.0 05 10

Figure 2.  u vs. B curves based on *he parameters defined in (3), and given the Table 1 values

3

—

L

—l

Figure 3.

Mcasurement Planes 2 - ¢ of the enclosure.

24



IT=A(e™-cP

©®

Figure 4. Location of mausverse maguetic field observation points in each measurement plane.

LOCATION 1

LECEND
© = TEST DATA
a = TAPE24
+ = TAPE2S
x = TAPE2.6
o = TAPELY
v = TAPE2.B
STEEL TANK
K o = 2568
CROSS —~ SECTION 6
a=222/5
£ = 6450/5

0.0 ) v
jo.o 0.1
] TME (SEC)

-100.0

Figure 5. Overlay of Point 1, Plane 6 experimental H, and the H, predicted by the runs
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enclosure floor goes into saturation. In general, calculations on the enclosure floor
overestimate H,.
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INTRODUCTION

With the increased availability of more powerful computers for
both visualization and calculation, the Finite Difference Time
Domain (FDTD) method is being applied to problems of greater
geometric complexity and larger electrical size. One such problem
is the prediction of low frequency electromagnetic performance of
microwave anechoic chambers.

Anechoic chamber performance at low fragquency suffers from
resonance or reverberation. Heasurements and high freguency
analysis cannot solve these problems. FDTD, on the other hand, can
model these “cavity" problems.

APPROACH

In order to provide this prediction capability to users who
are not necessarily experts in the FDTD method, a suite of computer
codes has been developed which makes this analysis capability
available in a user-friendly environment. Nevertheless, ygreat
generality in chamber design, calculation, and display has heen
preserved.

There are three separate ccmputer codes involved. One
generates the wall, ceiling, and floor geometries of absorber
covering. The user can define various primitive shapas, such as
pyranids and wedges, and specify the electrical parameters. The
user can then assemble them to cover the walls, floor and ceiling.
Sub-areas can also be covered, so that walls can include different
abszorber chapes. The areas covered need not be constrained to the
wall planes, so that a chamber with a pit or with slanted walls can
be modeled. This program then produces a cubical mesh from this
yeometry information.

Another code performs the actual FDTD calculations. It reads

files containing geometry and calculation parameters, and produces
various output files of calculated field quantities.
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The interface between these two programse is an X~Windows
Graphical User Interface (GUI) program. It reads the absorber
geometry file produced by the first program. It can modify this
mesh, and add feed antennas, reflector, and target. It also
produces, under menu control, the run parameters for the FDTD
calculations. After the FDTD calculations are coumplete, this same
program reads the resulting field files and displays the calculated
results. Individual components of the fields, as well as the
electrical conduction currents or the instantaneous Poynting
vectors, can be visualized, and the values of these components can
be determined anywhere in the chamber.

DENONSTRATION
Results derived from this suite of codes will be presented and
discussed at the conferencea. This includes a videc tape which

illustrates the setup procedure and an FDTD visualization of the
fields inside a sample chamber.
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Abstract

This paper preacnts the application of the finite difference time domain method in the simulation
of Delta-1 noise in eloectronics packsging. The FDTD program is used 10 compute the electromagnetic
fields between the power and ground planes, and is executed simuktancously ard linked together with
circuit simulators for lumped and transmission line components. Numerical tests show that the FDTD
approach is far more efficient than other techniques presently used to model the effects of power and
ground planes, and can provide much more accurate resuits than the widely used effective inducior model.

1. Istrodmction

As integrated circuits are operated in higher speed and built in more condensed packaging, the
voliage fluctuation, which is ofien called the Delta-1 noise, in the power supply system of integrated
circuits has become 2 more significant limiting factc for the reliable operation of high-speed intograted
circuits [1]. Power and ground planes are widely used in chip modules. However, present methods to
model the effects of power and ground planes can hardly be considered accurate or efficient. The most
widely used method of modeling power and ground planes has been the effective inductor model. This
static field approximation does not take into account the field propagation and resonance in power and
ground planes, and is inaccurate for high-speed circuits. The Method of Moment has also been used for
the modeling of power and ground planes [2]. With the Method of *foment, the conducting planes are
approximated by conducting wire grids. Then the current distribution on the conducting wires is solved
for. This frequency domain approach is not easy to be directly incorporated with transient circuit
simulators. In some circuit simulators, such as in ASTAP of IBM, the power and ground planes are
represented by distributed capacitors and inductors, The main drawback of these circuit simulators is the
requirement of excessive computer resources.

This paper presents the application of FDTD method to compute the ficlds between power and
ground planes. The power and ground planes and lumped circuit elements are modeled altogether by
linking the FDTD program with circuit simulators. It is found that substantial numerical error can be
introduced if the FDTD program is directly linked with circuit simulators. However, it will be shown
that such numerical ervor can be eliminsted by adding an impedance transformer at the FDTD grid point
wheie the linkage between the FDTD program and circuit simuisors are made. The comvined
FDTD/circuit-simulator approach is found to be efficient and highly accurate.

II. FDTD Computations

Consider the configuration of a power and a ground plane connected to a number of pairs of vias,
as shown in figure 1. As currents flow through vias onto the power and ground planes, they generate
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transient fields which attribute to voltage fluctuations betwezn pover and ground planes. In typical
packaging structures, the rize of the prwer and ground planes is much lurger than the separation between

them. The elkectromagnetic fields between i power and ground planes, except near the via junctions, can

be considered invzriant in the z direction which is perpendicular to the power and ground planes. The two
dimensional field between power and ground planes satisfies the following differential equations:

VX, y,1) =-L, ————a"'(xa't—y't) (1)
V-J'(x,y,t)z-c,a—v(%a'gil (2)

where V(x,y,\) represents the voltage between power and ground planes, J(x,y,t) is the current density
on the power plane, L, is the inductance per square, and C, is the capacitance per unit area. At the edges
of power and ground planes, the current component normal to the edges are set to zero. By using central
difference approximations of spatial and time derivatives, and assuming equal FDTD grid size in the x and
the y directions (Ax=Ay=dh), the difference equations of equation (1) and (2) are:

vel(k,1) - v"(k,l)——-—é—-[r;’"”(ml/z 1)-12Y3(k-1/2,1)

c, (dh)? (3)
Ne ne t g
+ Ik, 14172 -1 "’(k,1-1/2)]+—(ﬁF1, Yik,1)
I3 k1/2,1) =12V k172, 1)———[V"(k+1 1)-vi(k,1)] (4)
T2V (K, 141/2) =1 m(k,l‘l/Z)—%'L'-[V"(k,bl)-v"(k,l)) (5)

where the current 1,=),,-dh and L, =], -dh. Difference equations (3) to (5) are applied alternatively umil
a pre-specified time step for termination,

IIL. Juput Impedance of FD'TD Grids and Liskage between FDTD Code and Circuit Simulators

In electronics packaging structures, power and ground planes are connected to lumped circuit
clements or strip/microstrip lines through vias. At the FDTD grid points where vias are located, the
FDTD program is linked with circuit solvers for lumped components. 1t is found that the direct linkage
between FDTD code and a circuit amlym progmm at onc linzle FDTD grid point can result in sigmncam
namerical Givor. This omor i5 0 otiginatad fromi the mismaich beiween ihe mpm. uupcuimx of a FOTD guid
and that of the physical structure. The via and power/ground planes conatitute a radial transmission line.
The input impedance of the infinitely long radial transmission line, when the separation between the power
and ground plane is d and the radius of the via is a, can be found as [3]:

jnd 85 (ka)
2rra Hl(:” (kﬂ )
where H®(ka) and H,‘"(ka) are Hanke! functions. The input impedance of an infinitely large FDTD grid

Z,(a) =

(6)
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Zorym(dh) can also be found analytically [4]. As can be seen from equation (6), the input impedance of
the radial transmission line depends on the radius of the via, whereas the input impedance of the FDTD
grid depends on the grid size dh. These two impedances are generally not equal to each other. By adding
an impedance transformer, defined az Z, = Z(a)-Z, myrp(dh), between the FDTD program and the circuit
analysis program as shown in figure 2, the input impedance Z, mp(dh) of the infinitely large FDTD grid
is transformed to the input impedance Z(a) of the infinitely long radial transmission line. In figure 2, the
voltage source W(t) represents the fields reflected from edges of finite size power/ground planes and/or
fields generated from currents in other vias between the power/ground planes.

To examine the effects of the impedance transformer, consider the following example. Suppose
the power and ground planes are of 6 cm X 6 cm in size, separated by a distance d = 150 gm, and filled
by a dielectric material of ¢,=4. A current source with a sine-square waveform, as shown in figure 3, is
applied across a pair of vias of radius @ = 75 um. Figure 4 shows voltage waveforms at the junction of
the via and power/ground planes. The dashed curves in figure 4 are computed without impedance
transformers and with grid size dh = 0.25, 0.5, 1.0 and 2.0 mm respectively. These curves reveal that
numerical results obtained without using impedance transformers depend strongly on the mesh density.
The solid curve in figure 4 is the voltage waveform computad with the impedance transformer. It is found
that, by adding the impedance transformer, numericaily computed voltage waveforms are virtually
independent of the grid size dh.

Multiple power and ground planes are often used in packaging structures. Figure § shows the
configuration of a packaging structure of two power planes and two ground planes. Suppose a pair of vias
are connected to 2 power and a ground planc at point A, The two power planes are connected by a via
at point B, and the two ground planes are connected by a via at point C. Define the voltage in each pair
of conducting plancs as shown in figure 5. The schematic program structure for solving this problem is
shown in figure 6. Eloctromagnetic fields between each pair of planes are computad by one FOTD field
solver. Impedance transformers Zy,, Z,, and Z,; transform input impedances of FDTD grids to input
impedances of corresponding radial transmission lines, and are placed at via junctions as shown in figure
6.

IV. Numerical Examples
IV.1. On the efficiency of the method

This example compares the efficiency of IBM’s ASTAP using the capacitor/inductor mesh model
and that of our method using the combined FDTD/circuit-simulator. Still consider the power and ground
planes of 6cm X 6cm in size. A 60x60 mesh is used in FDTD method, and a 60 X60 capacitor/inductor
megh is used in ASTAP. It is found that computed results by ASTAP also depend on mesh density, and
they are numerically almost undistinguishable from those obtained by our method without using the
impedance transformer [5]. It is apparent that the solution from ASTAP has the same kind of error as our
method when no impedance transformers are used. On the issue of computation etficiency, there is a huge
difference between the computer times spent by these two methods as can be seen from Table 1 below,

IV.2. On the validity of the effective inductance model

Consider the configuration shown in figure 7, where the power and ground pir. connected to the
d.c. voltage power are at a distance D from the pair of vias connected to IC circuits. The effect of power
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and ground planes in eloctronics packaging has been mout widely modeled as an effective inductor. This
means that the input impedance Z,,, Jooked into the power and ground planes as indicated in figure 7, is
approximated by the impedance of an inductor. With the FDTD meihod described above, the frequency
dependent input impedance Z,, can easily be found by taking Fourier transforms of the transient current
and voltage across the vias, Figure B displays the imaginary part of Z, for different distance D, where
the power and ground planes are Gcm X 6cm in size and separated by d = 150um. Figure 9 shows the
imaginary part of Z,, for a smaller size (lem X 1cm) of power and ground planes. As can be clearly seen
from figure 8 and 9, input impedance Z,, is strongly influenced by the resonance in the power and ground
planes, which is not represented by the effective inductor model. The effective inductor madel is gencrally
not accurate to model the effects of power and ground planes, except for amall conductor planes and in
positions very close to Vec/ground pins in the low frequency range, as in the case shown by curve 3 in
figure 9.

V. Condusious

This paper shows that the FDTD method can be effectively used to model electronics packaging
structures containing power aud ground planes. The inodeling of the connection between via and
conducting planes needs to be treated properly to avoid munerical errors. With the combination of FDTD
and circuit simulators, the simulation of Delta-I noise distributions in complex electronics packaging of
multiple power and ground planes can be accomplished accurately with high efficiency.
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Mesh ASTAP on Method of this paper on Ratio of
Deasity |IBM 3090/021 Maioframe | IBM R/6000-350 workstation | CPU time

60 x 60 19m 30.88 5 0.74s 1582

Table 1. Comparison of CPU times of ASTAP and the niethod of this paper.
(For both methods, 250 time steps are computed, with 4 ps time-step)
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size of the power and ground planes is 6cm X 6cm. The separation D between
Vee/ground pins and the via at the center is 3.0cm (curve 1), 1,0cm (curve 2) and 0.1em
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(curve 3) respectively.
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A Ciosed Form Solution of the Input Impedance
of Two-Dimensional FDTD Grids

Zhonghua Wu, Jiayuan Fang and Yaowu Liu
Department of Electrical Engineering
State University of Ne'v York at Binghamiton, Binchamton NY 13902

Abstract

Finite Difference Time Domair. (FCTD) method has been widely used in the modeling of
interconnects and packaging structures of integrated circuits. It is found that in the modeling of the
connection of a via/pin to a conducting plane at on~ FDTD grid poirit, substantial numerical error can be
introduced. Howevet, this sumerical error can be eliminated if the input impedance of the ¥DTD grid
is known. This paper presents the derivation of a closed form solution of the two-dimensional FDTD
grids. The theoretical closed form solution of FDTD grids is verified by numerical tests.

I. Imtroduction

Electromagnetic mode:ang of many packaging structures of integrated circuits can be realized by
using '~ finite-difierence time-domain method. Ome such example is the simulation of voltage
fluctusions, which is often called the simultaneous switching noise or Delta-I noise, in the power supply
network of chip modules {1-2]. In typical packaging structures, power and ground planes are connected
to kumped circuit element; or sirip/microstrip lines through vias. Electromagnetic fiekds between power
and ground planes can often be approximated by two-d mensional fields, and computed by two-dimensional
FDTD analysis [2]. At the FDTD grid points whare vias are located, the FDTD field solver for fields
in power and ground planes is linked with circuit solvers for .umped and transmission line components.
Although it is of great simplicity by modeling the connection of a via to the power/ground planes at a
single FDTD grid point, substantial numerical error can be itroduced if the FDTD field solver is directly
linked with circuit solvers. This numerical error can be removed by adding an impedance transformer
between each circuit solver and thiz FDTD field sclver to transform the input impedance of the FDTD grid
© the input impedance of the physical structure {2].

The question of the input impedance of a 2-D FDTD grid is equivalent to the following one: if a
current is injected to one grid point of an infirite 2-D FDTD grid, what is the resultant electric field at
the source point? The answer (0 this question can be found through direct FDTO computations, which
results in an infinite data series (although it may he truncated within finite time steps). However, the
numerical form of the ingant impedance is cumbersome o appiy, because its valucs dopend on FDTD grid
size and it requires large computer memc 1o store the whole numerical solution. It is of advantage to
have analytic expt :ssions of the input iy ce of FDTD grids. Unformnately, such analytic expressions
are not available in present literatures.,

This paper presents the derivation of the closed form soluticn of the input impedance of 2-D FDTD

grids through Fourier analysis. The analytically derived closed form solution of FDTD grids is verified
by numerical results from direct FDTD computations.
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II. Derivation of the Input Impedance of 2-D FDTD Grids

Consider the two dimensional field which is invariant in the z direction and satisfies the following
Maxwell's squations:

a1 &,

& -LFP - ()
oH, .1 0B, (2)
at u oy
a1, 13, (3)
ot M Ox

For a length d in the z direction, define the voltage as V = - E, d, and the current densicy as J,
= .a X H. A physical exsmple of this model in electronics packaging is the case of a power plane
located above a ground plane by a distance d, then V represents the voliage between the power and ground
planes, and J, is the current density on the power planc. By using Yee’s central difference schemes, and
assuming the FDTD grid size in the x and the y directions are equal (Ax=Ay=dh), the difference
equations of equacion (1) to (3) in terms of the voltage V and currents 1,=],,dh, L,=),dh are as follows:

vri(k,1) = vo(k,1)- Ac*i (273 (k+1/2,1) -I2 Y (k-1/2,1)
(4)
oIk, 101/2) -1 e 1-1/2) 1+ AR D) (k1)

I8V (k+1/2,1) =r,’,‘“”(k+1/2,1)fébﬁ [VP(k+1,1)-V"(k,1)] (5)
123k, 141/2) =1;"”’(k,1+1/2)-ATt[v"(k,lq)-v"(k,l)] (6)

where the suprracripts represent the time step, C = e dh¥/d, L = pd, and I, = d#’ J,.

Suppose the source current L(k,!) only exists at one grid point where k=1=0, and denote L,(0,0)

as [, Assume
vVo(k,1)=V(k,1)east
Ifk,1)=I,(k,1)elous

. - (7)
I, (k1) =I,(k,1)e’nte
Ig =T minont
Subsiiiuiing (7) inio cquaiions (4) to (6), and canceling the term ¢ /(729 o both sides of the
equations, we get
v(k,1)2j6in “’g*+9a'£[1,(k+1/2,1)-z,(k-1/2,1)
[
At L (8)
oI, (k,1+1/2)-I,(k,1-1/2)] = {¢To *71°O
0 k,1=0
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I (k+1/2,1) =-__E_&T[ V(k+1,1) -V(k, 1)]
%L sin L

At
a jLsinﬂg—t

Ir(k,l*1/2)=- [V(k,1+1)-V(k,1)]

Substituting equations (9) and (10) into cquation (8), equation (8) becomes

V(k+1.1)+V(k-1,1)+V(k,1+1)+V(k,1-1)-4(1-p?)V(k, 1) = §° ’;zi:g
where
sin(£25)
p = B —
'2Llin(°—;£)
Ky = - AL I,

Define the two dimensional discrete Fourier transform pair as:
Fu,v)=Y Y vk, 1)euke I

Kot | wamn
nn

vik,1) =‘—:15ff‘7(u,v)s’"*e""dudv
-n-N

After taking the 2-D discrete Fourier transform on both sides of (11), we get

- K,
V(u,v) = J 5
2cosu+2cosv-4(1-p‘)

then take the 2-D inverse discrete Fourier iransform of P(u, v),

dudv

V(k,1) =L ” Kpe el
4am/ ) 2cosu+2cosv-4(1-p?)

~n-m

Therefore, the input impedance of the 2-D FDTD grid is :
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(11)

(12)

(13)
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r

Zorpmo™ ZL[—)'O ; 0

(16
. Jl‘sm (T) ff du dv
42 A casu +cosv -2(1-p?)

Let
z=g
a=cosv-2(1- (17)
G- Lein(wat 22
At
Then

18
%o rom fc‘ oo )(z_zz)dv (18)

where the integration path ¢, is an unit circle cemered at the origin of the complex z plane, and
zy,,=-atyal-1 (19)

According to Cauchy’s integration formula, equation (18) becomes

G a<-1
j fﬁr__

Bororo = { cf = -1<a<l (20)
JGf — a>1

III. Numerical Tests

The input impedance of a 2-D FDTD grid can readily be calculated from equation (20) above once
the FDTD grid size dh and the length in the z direction d are known, Figure 1 and 2 are the real and the
imaginary parts of the input impedance for different grid size d when d = 1mm and the relative dielectric
constani of the medium ¢, = 4.0, Curve 1 to 7 in figure 1 and 2 correspond to the grid size dk of 25, 50,
100, 200, 400, 800 and 1600um respectively. The time stzp At is chosen to be 0.7dh/v, where v is the
speed of light in the medium. From figure 1 and 2, we can scc that both the real and the imaginary parts
of the input impedance increase with frequency in the low frequency range (e.g. 0 - 30 GHz). The real
part of the input impedance is almost independent of the grid size dh at low frequencies, whereas the
imaginary part of the input impedance decreases with the increase of the grid size dA.

Figure 3 and 4 compare the input impedances computed from the closed form solution and from
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direct FDTD computations. The parameters chosen for the resuits in figure 3 and 4 are: dh = 1000xm,
d = 150um, ¢, = 4.0, and At = 0.7dh/v. The input impedance of the FDTD grid from direct FDTD
computations is obtained through the following procedure. Let a current source of Gaussian waveform
injected into one grid point of the FDTD mesh; compute the transient solution of voltage at the source
point; the input impedance is then the ratio of the Fourier transformed voltage and current. The FDTD
mesh is chosen o be sufficiently large so that no reflection reaches the source point before the source
current and the voltage at the source point vanish to virtually zero values. The expression in equation (20)
for the input impedance of FDTD grids is verified by the excellent agreement between the closed form
solutiun and the direct FDTD compuiations, as can be observed from figure 3 and 4.

The input impedance of the FDTD grid has some "abnormal”™ behaviors at high frequencies, which
do not appear in the input impedance of the physical structure for which the FOTD grid represents. This
can be observed from figure 5 and 6 which compare the input impedance of the FDTD grid and that of
a radial transmission line representing a pair of infinitely large conducting planes separated by a distance
d. The parameters selected for the results in figure 5 and 6 are the same as those in figure 3 and 4. As
can be seen from figure 5 and 6, in the low frequency range, the real part of Zg gy converges to that of
the radial transmission line, and the imaginary part of Zgyyy is close to that of the radial transmission line
at the radius of about one fifth of the grid size dh. A resonant behavior can be observed from Zg yypm at
around 52.85GHz, which corresponds to a wavelength of about 2.84mm = 2,84dh. Considering the
numerical dispersion of FDTD method, it can be found that for a wave propagating along a grid axis and
of frequency 52.85GHz, the numerical wavelength A, is actually iwice of dh (note the numerical
wavelength A, is anisotropic) [3]. Figure 5 and 6 also reveal that the smallest wavelength of fiekis
modeled by FDTD method needs to be sufficiently large compared to the grid size dh to avoid significant
numerical dispersion error.

IV, Conclusivn

The ciosed form solution of the input impedance of 2-D FDTD grids has been presented in this
paper. This closed form solution identically matches the direct numerical solution of FDTD method. The
availability of a closed form solution of the input impedance of FDTD grid would greatly facilitate some
numerical computations where the knowledge of the input impedance of FDTD grid is desirable {1-2].
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Deriving a Synthetic Conductivity To Enable Accurate Prediction
Of Losses In Good Conductors Using FDTD

Kent Chamberdin and Lauchlan Gordon
University of New Hampshire

Abstract

FDTD is based upon the assumption that field behavior between sample points
(i.c., cell nodes) is linear, for propagation in lossless or low-loss materials, the
assumption of linearity will be valid as long as the number of cells per wavelength
is kept above some minimum value. For good conductors, where the wavelength
decreases many orders of magnitude from its free-space size, and the fields are
decaying exponentially, it becomes impractical to shrink the cell size so as to
maintain linearity between cells. A consequence of using practical cell sizes when
maodeling good conductors is that the modeled conductor impedance will typically
differ greatly from its actual impedance, causing significant errors in modeled
reflection and transmission. By appropriately adjusting the modeled conductivity,
which is the approach detaiied here, the modeled impedance will equal the actual
impedince, resulting in accurate estimates of conductor losses. This paper
describes the mathematical development of synthetic conductivity, and validates
its accuracy against theoretical data. The approach does not require modifications
to the FDTD algorithms, and does not affect program execution time. Achieving
accurate loss estimates will be of particular interest to those modeling resonant
structures using FDTD.

Introduction

The impetus for the work reported here is to better model radiation fiom computcr enclosures,
which exhibit resonant characteristics. When modeling enclosures as PECs, the estimated
resonant peaks were considerably higher than had been measured, which prompted this study into
the FDTD modeling of good conductors, Past work with good conductors using FDTD{1}]
demonstrated that realistic loss v..lues can be achieved by modeling good conductors as PEC's
lined with a lossy material; the approach that is presented here is to calculate a new value of
conductivity, which will typically differ from the actual conductivity, that will afford accurate
model estimates of reflection from good conductors.

Modeling Good Conductors Using Synthetic Conductivity

As is generally recognized, FDTD does not correctly estimate losses at good-conductor
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boundaries when using actual conductivity values. However, if appropriate conductivity values
are used in FDTD modeling, accurate estimates of transmission and reflection at good conductor
boundaries will be calculated. The purpose of this section is to develop the mathematics used
to describe a synthetic conductivity that is used in place of the actual conductivity value in FDTD
modeling. For simplicity, the development here is performed in one dimension, although the
resuits are readily applicable to two and throc-dimensional modeling as well. Reducing one of
Maxwell's equations in Cartesian coordinates to one dimension, and orientating the coordinate
system so that the Poyning vector and electric and magnetic fields align with one of the axes
yields:

- - o oF,
VxH=e%f+oE- &‘-6—5‘1+0E’, (1)

To put this 2quation of an x-traveling wave into finite-difference form, the electric and magnetic
are generally staggered in space as indicated in the figure beiow (the y and z subscripts on the
fields have been dropped to simplify the notation):

E:--HII (i-z) Ell!l! (l-l) EII\R (i) E (l+l)

LR {F]
: . I
® @ ® @ | x
H (i-3/2 ) H (-2 ) H (i+1/2)
Figure 1 Field Locations in 1-D FDTD Formulation.

The increment in time is given by n (i.e, t = nAt) and the increment in the direction of
propagation is given by i (i.e.. x = iAx), Using this notation, Equation (1) can be put into finita-
difference form. While the finite-difference approximations to the derivatives are determined by
the coordinate system and time sumpling scheme, there is some latitude in the calculation of the
conduction term. Although Yee did not explicitly address the calculation of conduction current
in his original formulation (2}, a number of authors have proposed different strategies for making
thai calculation; the difference in those strategies relates to which time increment(s) the electric
field used to calculate the conduction current is sampled. For example, one approach is to use
the average of the present and next electric fields to calculate conduction current[3]; using this
approach, the finite difference equation becomes:

HOW)-HG-%) By @-E, 0
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Solving for the updated electric field yields'

a7



_|2e-aAr S Y N R T
Een® _[rmAt]E'_“m € +g<""“ WHA) Q)
Ar 2

In this form, the coefficient of the present value of the electric field has & zero for relatively low
values of conductivity. For example, for a one-centimeter cell, and applying the Courant
condition, a zero will occur for @ = 0.92 S/m. For greater conductivity values, the coefficient
will become negative, causing the solution to become unstable. To overcome this difficulty,
Luebbers, et al.[4][5] suggested using the most recent value of electric field in computing
conduction current (i.e., 6E = oE, ). This enabled a solution for a new electric field value that
would be stable for highly-conducting materials, as given by:

H (i+)-H (i-Va
E ()=aE, ) +b _L(_:__)___n(___)_] @
Ax
where a - & and b-_AB .
€ gAt <t oAl

Referring to Equation (4), the electric field at any time can be derived in terms of the electric and
magnetic fields at the previous time interval., This equation, and a corresponding equation
defining an update for the magnetic field, make up the foundation for many FDTD codes, such
as the one developed at The Pennsylvania State University[6] which was used for the work
presented here. Consequently, the synthetic conductivity Jdeveloped here is applicable only to
FDTD algorithms in the form of Equation (4) above, although synthetic conductivities for any
FDTD implementation ca: be found using the development described here.

In a good conductor, oAt >> &, which will cause the variable "a" in Equation (5) to be negligible,
and hence Equation (4) will be dominated by the adjacent magnetic field terms (b/Ax >> ain a
good conductor), Further, if a good conductor boundary is |..cated at (i), with {(i-Y2) inside the
conductor and (i + ¥2) outside of the conductor, then H(i-%) will have a magnitude approaching
zero.  Using the above assumptions, the next value of electric field on the surface of a good
~onductor can be written:
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In this form, we can determine explicitly a wave impedance (or more accurately a wave
resistance, since FDTD deals only with real numbers) which relates the magnitudes of the electric
and magnetic ficlds:

b At
b — 7
rom * 3 " eroAnaz ¢

The rightmost equality is obtained by substituting for "b" using Equation (5) and by impesing
the Courant condition for the ratio between time and distance step size. While impedance is
defined by the relationship between quantities at a particular point, Equation (7) represents a
relationship between fields offset spatially by one-half cell. This offset is negligible when
calcuiating impedance in this application, as is skown at the ¢nd of this section,

The modeled intrinsic impedance (¥,,,;) will not in general equal the actual intrinsic impedance
for practical values of Az because of errors in the finite-difference approximation to derivatives
of the fields near highly-conducting boundaries. Further, because there is no time history used

i
Yo ™ 3
92

in deriving the modeled intrinsic impedance for practical cell sizes, FDTD solutions to wave
interactions with good conductors will aot exhibit frequency dependence (i.e.. dispersion). For
good conductors such as metals, At will be much greater than &, and Equation (7) becomes:
As stated above, the objective here is to better model reflection and transmission at good
conductor boundaries. Because the reflection and transmission coefficients are functions of the
impedances at boundaries, the modeled impedances must agree with the actual impedances at a
boundary. In the synthetic conductivity approach presented here, the modeled impedance at the
conductor suiface is set equal to the actual conductor impedance so as to derive a conductivity
value to be used in modeling. For a good conductor:

Vrvae .J e, \J TR (14 &)

O HJWE 20,4,

Setting the real parts of 1,7, N 1, and solving for 6, ,;,, yields:
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As is shown in the subsequent section, using the above value for conductivity in FDTD produces
results that agrec well with closed-form solutions for transmission and resonance characteristics.

As siated above, there is a spatial offset between the electric and magnetic fields in the
impedance calculation of Equation (7), the electric field sample -~ - is on the boundary, and the
magnetic field is sampied one-half cell from the boundary alle the exact solution for
impedance would have both sample points collocated, the offset in magnetic field has only a
negligible effect because its change with position is so small in the immediate vicinity of a good
conductor, Specifically, the worst-case, spatial variation for this normal-component of magnetic
field is defined by H(d) = 2H cos{Bd), where H' is the incident magnetic field, and d is the
distance to the conductor boundary. The greatest electrical distance from the magnetic field
sample point to the conductor boundary will be one-twentieth wavelength when observing
conventional FDTD cell size. This offset will cause ihe impedance calculation in Equation (7)
to be in error by a factor of cos(/10) at the highest frequency of interest, and will decrease for
lower frequencies. The effect of this offset can be seen by a comparison of the reflection
coefficient both with and without compensating for the spatial offset:

Ty _ Mg+ (1 -cos(Bd) - n*cos(Bd) an

Te 3 +ngn (cos(Bd)-1) -n2cos(Bd)

where I';, is the reflection coefficient uncompensated for the spatial offset (i.c., based upon the
impedance of Equation (7)), I is the reflection coefficient compensated for the offset, n, is the
impedance of free space, and n is the actual impedance of the conductor. A study of reflection
coefficient error using Equation (11) for a worst-case situation (a lead conductor and a spatial
offset of A/20) shows accuracy to five significant digits without compensating for the offset.
Because of the Jow error asssociated with the offset, the effect of the offset was not included in
the calculation of synthetic conductivity presented here.

Validation

To verify that the approach for modeling good conductors presented here is valid, FDTD modeled
results were compared against both closed-form solutions and measurements. The approach was
applied to the difficult task of calculating the Q of a closed cavity, and was compared against
known closed-form solutions. This test was considered to be the most crucial in validating the
technique, since the estimated Q's contain the cumulative errors from tens of thousands of
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reflections within the modeled cavity, and any error in the modeled reflection coefficient would
be multiplied by the number of reflections.

The interior dimensions of the cavity used for thi* facet of the validation was 31 x 21 x 11 em,
and one cm’ cells were used in the FDTD model. The modeled cavity was excited with a
Gaussian pulse having a temporal half width of 32 timo steps at a single, perpendicular, E-field
sample point one cell from a comer on a 31 x 21 ¢m side; the source was comprised of an
infinitesimally-thin, one-cell long, PEC. The E-field monitor point, used to estimate resonant
behavior, was at the center of the side opposite the excitation source. The excitation point was
selected so as to excite all the cavity modes within the usable frequency range of the model,
while introducing only minimal shift in the resonant frequencies. The monitor point did not
constitute & physical object within the modeled cavity, and its placement was arbitrary.
Comparisons of modeled and theoretical resonances were made for the TE,,, mode, and hence
the TE,;,, frequency was used to calculate the model parameters for the approaches presented
here.

The FDTD mode! was run until significant transients had died out, taking slightly over a million
time steps for the lowest conductivity investigated, and over two million time steps for the
highest conductivity. After the FDTD model was run, an FFT was performed on the time-domain
data to obtain the resonance frequency spectrum, where the resonant frequencies and their
associated Q's were calculated using cubic-spline interpolation.

The theoretical values of resonant frequency and Q for a lossy rectangular cavity are given in
Harrington|[7] or Balanis [8]. 1t should be noted that the closed-form solutions themselves are
spproximations, since they were developed using the assumption that the field distribution for
finitely-conducting walls would be the same as for perfectly-conducting walls.

A comparison of theoretical data and modeled data obtained using the synthetic conductivity
approach is given in Table | for a range of conductivity values.

Modeled | Theory ¥req. Q
(s . S Freq. Freq. Envor Qriary Qo Emor
(%) (%)
2.88x107 | 9200 861 8785 -.0330 17744 16771 -5.5
7
2.43x10° | 8463 861.8713 862 1631 -.0338 16321 11639 -28.7
9x10° 5142 861.8748 -.0334 9917 8785 -11.42
4.5x10° | 3637 861.8772 -3316 7014 6795 -1 13

Table 1 Theoretical and FDTD-Modeled TE,,, Data For A Rectangular Cavity Using The
Synthetic Conductivity Approach For A Range of Conductivity Values.
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Creating FDTD Models of Aircraft with GWTOFDTD

C.W. Trueman, S.J. Kubina, and B. Messicr,
Electromagnetic Compatibility Laboratory,
Concordia University,

7141 Sherbrooke Street West,
Montreal, Quebec, Canada H48B IR6.

Abstract-GWTOFDTD is an interactive graphics program which allows the user to convert a wire-grid
model of a complex object such as an aircraft to a cell model suitable for input to a finite-difference
ume-domain program. The user selects a cell size, and GWTOFDTD displays a cross-section of the
aircraft superimposcd on the cell space in a plane through the centers of the cells. The user fills cells
interactively with the mouse. The program displays cross-sections in sequence irom tail to nose of the
aircraft for a systematic derivation of a complete cell model. This paper describes the GWTOFDTD
prograrn and its use in developing a model of a small aircraft. The radar cross-section for the aircraft
computed with FDTD is compared with results obtained by wire-grid modelling.

Introduction

Yee's Finite-Difference Time-Domain(FDTD) method{1,2] subdivides a finite volume of space
into N, by N, by N, "cells”, each of size &x by Ay by Az. To calculate the radar cross-section(RCS) of
a perfectly-conducting scattering object such as the "Navajo" aircraft of Fig. 1, each cell in the cell space
must be designated to beeither a "free-space” cell or a "perfectly-conducting" cell; the resultis a "building
block™ model or “cell” model of the object, such as that in Fig. 2, Curved surfaces arc represented by a
"staircasc” approximation. In recent ycars FDTD has been used to compute the RCS of "canonical”
objects such as spheres[3,4], strips, rods and cylinders[S] with excellent agreement with both wire-grid
computations and with the measured RCS.

Toconstructan FDTD model of acomplex object such as the small aircraft, we must decide whether
cach cell should be "filled", that is, designated perfectly-conducting, or should be free-space. This is
done by examining the portion of the cell which lies inside the volume of the aircraft. The cell is filled
if enough of its volume lies inside the perfectly-conducting surface. Rules of thumb exist for deciding
whether to fill a cell. In modelling a sphere, Luebbers maintains the surfaces of the filled cells inside the
surface of the sphere[6). In modelling rods of square cross-section, it was found that the effective position
of the surface of the cell modei of the rod is 1/4 cell outside the surfaces of the filled cells[7,8); hence
the cells appear to be larger than Ax by Ay by Az.

The radar cross-section(RCS) of complex objects such as the small aircraft is often computed by
the "moment method"[9]. A reliable technique represents the aircraft with a wire-grid model[10] such
as that shown in Fig. 1, and then calculates the currents flowing on the wires with the Numerical Elec-
tromagnetics Code(NEC)(11]. Ind:.2d, wire-grid representations for many types of aircraft are availabie.

This paper presents a prograim calied GWTOFDTD which takes advantage of the availability of
wire-grid models of aircraft 10 derive FDTD "cell” models. The GWTOFDTD programdraws the aircraft
cross-section superimposed on the cell space through the cell centers, as shown in Fig, 3. The aircrafi
cross-section is derived from the coordinates of wire endpoints in the wire-grid model input file. The
user generates a staircased approximation to the cross-section by “filling" cells interactively with the
mouse. Note that the program does not attempt to automatically "translate” the wire-grid into an FDTD
cell model. For each cross-section the program generates an initial guess at which cells to fill; then the
user is required to interact with the program by modifying cells on the boundary of the cross-section, as
discussed below.
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Fig. 1 A wire-grid model of the Navajo aircraft.  Fig. 2 A "cell model” of the Navajo for input to the
FDTD program

This paper briefly describes the operation of GWTOFDTD prograin and how it is used to derive
a "cell model”. Toexplore the accuracy of FDTD computations, the RCS of a "generic aircraft" computed
with FDTD is compared with wire-grid computations and measurements, and the RCS of the Navajo
aircraft is compared with wire-grid computations.

The GWTOFDTD Program

The GWTOFDTD program assists the user in deriving a "cell" model of an aircraft, such as that
in Fig. 2, from a wire-grid model like that shown in Fig. 1. The starting point is an input file for the NEC
prograin describing the wire-grid model wire-by-wire with "GW cards"[11]. The radius of each wire in
the grid is derived by running the program called MESHES to obtain a "meshes” file from the GW card
file[12]. The "meshes” file describes the surface of the aircraft in terms of "mesh cells” beunded by wires
of the grid, and is used by program FNDRAD to obtain a radius for each wire according to the "equal-area
rule"{12]. The corners of a2 mesh cell are wire endpoints in the wire-grid model, The GW card file plus
the "meshes” file form the input to GWTOFDTD.

Developing a cell model begins by selecting the cell size for the FDTD grid. The maximum
permissible cell size is one-tenth of the wavelength at the highest frequency at which the RCS must be
computed. Often, a much smaller cell size is chosen to obtain greater fidelity in the geometrical repre-
sentation. The cell model is derived by subdividing the aircraft into slices one cell thick in vertical planes
perpendicular to the fuselage axis. The GWTOFDTD program aids the user in determining which cells
in each cross-sectional slice must be filled to best represent the aircraft shape.

GWTOFDTD’s main menu shows the overall length of the aircraft in metres, the total number of
cross-sections, the number of the cross-section currently being created and its position axially along the
aircraft. Deriving the cell model proceeds by displaying the aircraft cross-sectional slices one-by-one,
from tail to nose, and filling cells to represent the aircraft shape in each cross-section. The principal
choices offered are: create the cell model fora given cross-section; edita cross-section previously created;
£o on to the next cross-section in sequence; or exit, saving the partially-completed model so that the
session can be resumed later. When the full aircraft has been modelied, the user tells the program to
create a "build file" which forms the input for the FDTD program itself.

Modelling Each Cross-Section

For each cross-sectional slice through the aircraft, the GWTOFDTD program draws the cells and
superimpaoses on them the cross-section of the aircraft itself, as shownin Fig. 3. The program approximates
the aircraft cross-section by considering each "mesh" in the wire grid to be a solid plaie. The intersection
of these "mesh plates” with the cross-sectional plane is drawn on the screen to represent the cross-section
of the aircraft. This provides interpolation between the specific wire endpoints that are present in the
wire-grid model, which are usually much farther apart than one cell thickncss. To generate the cell model,
the user interacts via the mouse to select which cells should be filled with perfectly-conducting material.

54



pnono

FIGD.LAB
Fig. 3 A cross-section of the wire-grid model superimposed on a cross-section of the FDTD cell space.

The program starts the process with a "gross fill"
in which any cell which is touched by the metallic skin + + + + + | +
of the aircraft is filled. The mouse is used to refinc the
representation.  The left mouse button(LM) always + o+ | +
returns to the main menu. The centre mouse but-
ton(CM) is used to fill-in regions which are inside the
fuselage, hence completely surrounded with filled cells i + %
by the "gross fill" step. Position the mousc on ancmpty ;
cell that lies within the aircraft fusclage and press CM; + +!
the program fills in cells in all directions until a . i
previously-filled cell is found. If CM is accidentally ; i
pressed on a cell outside the aircraft, the program fills i
all the cells! Pressing CM again "undoes” the fill — AL
operation so it is easy to recover from this common + l +1 L
error. The right-mouse button(RM) is used to toggle RSN P | Nk
individual cells to be filled or empty.

To refine a given cross-section, it is useful to see i
the "effective” position of the surface, considered to be ' F100.1P0
one-guarter of a cell outside the surface of the filled
cells[8]. This is not easily seen on a full cross-section
such as Fig. 3. The blowup option on the main menu Fig.4 An enlargement of part of the cross-section
permits zooming on parts of the cross-section. The of Fig. 3 showing the quarter-cell margin
mouse is used to outline a small region of the cross-  as a dashed line.
section with a rectangular "cursor box", then to "zoom
in" to make that region fill the entire screen, as in Fig. 4. A dashed line is drawn 1/4 cell away from the
surfaces of the "filled" cells to aid the userin visualizing the effective position of the surface of the FDTD
cell model relative to the actual surface of the aircraft. The RM button is used to fill or empty individual
cells so that the dashied line is a reasonable approximation to the actual aircraft cross-section, represented
by the heavy solid line.

......

Drawing the Aircraft in Three Dimensions

Once the user is satisfied that each cross-section of the cell model is the best fit 10 the actual aircraft
shape, the program is used to create a "build file", whichis the input file to the FDTD code itself. Drawings
of the three-dimensional cell model with hidden-line removal, such as Fig. 2, are obtaincd by running
the program "BLDMVI" to convert the "build file” format to one that can be understood by program
“HIDNMOD". HIDNMOD produces drawings such as that in Fig. 2, showing groups of filled cells as
solid boxes. The model can be viewed from any angle, and paper hard-copies of the pictures cun be
made.
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Fig. 5 The dimensions of the generic aircraft. Fig. 6 The “cell model” of the generic aircraft.

The Generic Aircraft

Fig. 5 gives the dimensions of a simple aircraft-like structure called the “"generic aircraft”, which
is shown in Fig. 6. To model the generic aircraft with FDTD, the cell size was set 10 0.24 m, so that the
thickiiess of the strips from which the structure is made equal to onc cell width. The fuselage length of
30m is 125 celis. The wingspan of 15.62 m s very close 10 65 cells. The height of the strip representing
the fu..zlage is 3.46 m, or 14.4 cells, and was modclled with 14 celis. The height from the bottom of the
fuselage tothe top of the dorsal was represented with 38 cells making the overall height 9.12 m compared
to the .ctual value of 9.08 m in Fig. 5. Note that these choices ignore the result{8] that the effective
location of the surface is about 1/4 of the cell size away from the surfaces of the cells.

To obtain the RCS, the generic aircraft was illuminated with a plane wave incident nose-on, with
the electric field vector oriented vertically, parallel to the dorsal fin. The incident waveshape was a
Gaussian pulse of width chosen to limit the energy content to frequencies below that which makes the
cell size A/10[2,5), which is 125 MHz for 0.24 m cells. The aircraft was separated from the Liao
second-order absorbing boundary[13,14] by 19 cells of frec-space on all sides. The time step was set
equal to the Courant limit{2,5], and the FDTD computation was run for 4096 time sieps. The backscattered
field in Fig. 7 shows that this number of time steps is sufficient to trace the response to zero. The Fourier
transform of the backscartered field and of the incident Gaussian pulse were found to determine the radar
cross-section, which is shown by the solid curve in Fig. 8, in comparison to the wire-grid computation
and to the measured RCS[15].

Fig. 8 shows quite good agreement between the three curves up to about 20 MHz. Thelow frequency
behavior of the RCS is strongly influeniced by the resonances of the aircraft gesometry. A useful estimate
of the airframe resonance frequencies was obtained in Ref. [ 15] by seuing inc lengih of & resonant path
equal to 0.4 of the free-space wavelength. With this estimate, a path including the length of the fuselage
and the height of the dorsal fin is expected to be resonant at about 3.4 MHz, and a puth including one
wing, the fuselage from wing to tail, and the dorsal fin is resonant at about 4.9 MHz. Fig. 8 shows that
the FDTD computation has a maximum in the RCS at about 3.3 MHz, and a sharp minimum a1 4.1 MHz,
which is less deep in the FDTD computation at -39.6 dB than it is in the wire-grid computation, where
itis -41.4 dB. The aircraft RCS rises rapidly to a maximum of 0.89 dB in the FDTD computation at 11.0
MHz,compared t00.39dB at 10.9 MHz1n the wire-grid computation. This frequency roughly corresponds
to the lowest resonant frequency of a "dorsal strip” of width 3.27 m and height 9.08 m[15]. At higher
frequencies, above 20 MHz, the agreement between the wire-grid model and the measurement is fair,
whereas the agreement with the FDTD computation is good. The RCS above 20 MHz has a serics of
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maxima and minima which are associated
with the interference of the scattered field
from the nose of the aircraft and from the
tail{15].

Modelling the Navajo Aircraft

The Navajo is a smaller aircraft that
the "generic aircraft” discussed above. Iis
length is 10.55 m from the nose to the tip
of the tail, and its wingspan is 12.40m. The
height from the bottom of the fusclage to
the top of the dorsal fin is 3.12 m. The
wirc-grid model of the Navajo was
designed to obtain useful information to a
frequency of about 55 MHz. The Navajois
a much more complex shape than the
generic aircraft. The GWYOFDTD pro-
gram was used to convert the wire-grid to
an FDTD cell model, onc cross-section at a
time from tail to nose as discussed above.

'm)
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Fig. 7 The backscattered ficld from the generic aircraft.

The "quarter-cell margin" rule was respected in generating the model. The cell size was set ©© 0.2m, so
tha. the cells are smaller than pne-tenth wavelengih to 150 MHz. Fig. 9 compares the top view and side
view of the cell model to the wire-grid model, showing that reasonable fidelity was obtained. The leading
edge of the wing of the cell model is further forward than it should be; this waould be corrected in arevision
of the model. The propeliors were omitted from the cell model.
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Fig. 8 Comparison of the RCS of the generic aircraft computed with FDTD with that computed with
wire-grid modeling, and with the measured RCS.
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The RCS of the Navajo was com-
puted by using a Gaussian pulse plane wave
to illuminate the aircraft nose-on, with the
clectric field vertically-oriented as before,
Fig. 10 shows the time response, which was
computed to 4096 time steps, is zero beyond
about 2000 time steps. Fig. 11 compares
the RCS obtained from the FDTD compu- j
tation with that obtained by wire-grid ! B L e e Y
modelling. In the wire-grid computation,
the RCS rises rapidly to a peak at about 9.3
MHz, then has a sharp minimum at 11.8
MHz at -66.8 dB. The FDTD computation
has a modest minimum at about 11.6 MHz
at -45.8 dB, then rises following the wire-
grid response quite well to the broad max-
imum at about 29.4 MHz. The deep notch T T
in the RCS at 11.8 MHz is associated with
a long resonant path on the aircratt. The
longest path on the Navajo includes a wing,
the fuselage from wing to dorsal, plus the
dorsal fin, its length of 13.16 m is half a
wavelength at about 114 MHz, The
wingspanof 12.4 misrcsonantatabout 12.1 (q)
MHz, but the wing is almost perpendicular a
to the orientition of the electric field and so
is weakly excited. A path including the
whole fuselage and the dorsal is of length
11,5 m, and is estimated to be resonant at
13.0 MHz. Thus the notch at 11.8 MHz is
likely to be associated with a wing-
fuselage-dorsal path.

Above 20 MHz, the Navajo RCS rises
10 a “corner frequency” of about 30 MHz.
Abovc this frequency the FDTD computa-
tion has a modest minimum at 39 MHz and
4 broad maximum at 53 MHz, whereas the
wire-grid computation has aminimumat 37
MHz, a maximum at 41 MHz, a deeper  Fig. 9 Comparison of the “cell model” of the Navajo with
minimum at 46 MHz, and a broad maxi- the wire-grid model.
mum at 56 MHz. To verify that the pro-
pellors do not have a signficant effect in this frequency range, the wire-grid computation was repeated
with no propellors, and little change was seen, FDTD obtains the RCS to 150 MIlIz but the data has not
been shown because there is no curve available for comparison.

Conclusions

The GWTOFDTD program is an interactive graphical aid for the conversion of a wire-grid model
of an aircraft into an FDTD "ccll model”. The user chooses a cell size, and then the program draws a
cross-section of the cell space with the cross-section of the wire-grid superimposed; the user points with
the mouse to "fill” cells 1o best represent cach cross-section. The cell model is only as accurate geo-
metrically as the underlying wirc-grid. Betier geometrical fidelity could be obtained by modifying the

58



program to accept an industry-standard description of the aircraft shape using many, many points on the
surface. This has not been done here because such comprehensive geometricai descriptions are simply

not generally available.

This paper has compared the RCS
computed with FDTD with reference data
for twocases. The simple "generic aircraft”
geometry can be represented accurately
with an FDTD cell model. But the RCS
does not agree as well as might be expected
with the measured RCS, nor with that
computed by wire-grid modelling. The
more complex geometry of the Navajo
aircraft requires the power of the
GWTOFDTD program to obtain a reason-
able cell representation. The RCS shows
disagreement with the wire-grid computa-
tion in the frequency range where the
fundamental resonances of the sirframe are
expected, as well as at higher frequencies.
These differences will be explored in the
oral presentation.
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High Order F.D.T.D. Algoritam to Keduce Numerical Dispersion and Staircasing

Thierry DEVEZE
DASSAULT ELECTRONIQUE, Département Hyperfréquences
55, Quai Marcel DASSAULT, 92214 St Cloud
FRANCE

Developped by YEE[!] in 1966, the FDTD algorithm has been widely used in a large varety of
electromagnetic applications. The YEE's scheme is based on the approximation of differential operators
by second order centered Taylor's expansion, both in tine and space (the so called 2x2. scheme).
Simplicity is the main advantage of the method and it enables to handle computations on large complex
structures. This powerful tool has nevertheless some drawbacks. The second order central
approximation leads to numerical dispersion that affects the accuracy of the solution. The stair case
modeling may not fit properly the geometry of the structure. Some authors have found different
solutions to conform the mesh to the geometry of the structure under study. HOLLAND(2], among
others, has proposed a curvilinear version of the cartesian YEE's algorithm. Recently, TAFLOVE[3] and
al. have exposed a contour path approach. These methods largely reduce the staircase modeling but
increase the numerical dispersi 1. To reduce this drawback, a higher order FDTD scheme is proposed.
After deriving the general formulation at the order N, it appears that the fourth order schemes give the
best choice for the ratio : complexity over dispersion performance. The purpose of this paper is to build
a fourth order scheme that can reduce the numerical dispersion and take into account the curved shape
of the structure under study.

The free space casce

The Maxwell's equations system in free space is hyperbolic and is based on first degree differential
operators over time and space. The centered Taylor's expansion gives directly the second order
discretisation.

Order 2 in space

En . aAry Eu _ z
m 3 E"(r)= (r=) (r-<)

Ar

+0(Ar?)

Order 4 in space
n A n & n Jar ny 3ar

@) a,E"(r):-gE (re5)-E"(r-5) 1 E(r.5)-E (r—T)+O(Ar4)

8 Ar 24 Ar
Equation (2) is obtained by a linear combination of two central differentiations around r , one with a step
Ar and the other with 2Ar . This procedure eradicates the third degree derivation term ' the
TAYLOR's expansion.
Order 2 in time

3) 3,E"2(r) =

En.' (r)"E"(r) + O(At?.)
At
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Order 4 in time
The method used for the fourth order discretisation in space cannot be applied to the time derivatives
because it leads to a 5 time steps scheme which is not stable. By employing the so calied "Modified
Equation Method" proposed by JOLY and COHEN([4] for the acoustic wave equation, it is possible to
convert the third degree time derivation by a combination of spatial operators. This conversion is done
by replacing the MAXWELL's equations in the third degree derivation term [5] As an illustration of this,
the TAYLOR's expansion of the Ex component is given by
1 2

@ 3 E1(r)= 5—%51’—’ A 3E (1408t
With the constant constitutives of free space : (the permnittivity, e=¢0 , the permeability, u=p0, and the
velocity of light C), the third degree term has the following form :

1
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This gives a 3 time steps scheme with 25 spatial nodes.instead of 5 for the 2x2. The difference of spatial
extension is shown in figure 1 a) for the 2x2 scheme and in figure 1.b) for the 4x4. In equation (5), the
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discretisation of the spatial differentiations are written only at the second order which is sufficient to
ensure the fourth order in (4) because (5) is multiplied by Ar*. All the nodes involved in the formulation
of the Ex node already exist in the regular 2x2 FDTD mesh. No extra memory storage is required. The
number of computing operations is increased by 4, but the dispersion analysis shows th:t, for the same
degree of accuracy, the spatial step is at least twice larger for the 4x4 scheme than . the 2x2. This
results in a factor 8 (in 3D) of computer memory saving and a factor 4 in computational speed because
the time step is also twice larger.

The Stabili

The stability criteria of the 2x2 and the 4x4 (free space) schemes are the same. The Von NEUMANN
method has been used to derive the criteria of the fourtli order heterogeneous space schemes,

The N ical Di .

The dispersion of the numerical solution over the frequency variable strongly depends on the preci::ion
over the tine differentiations. The anisotropy of the numerical mesh lays mainly on the accuracy over e
the spatial derivatives. The figures 2.a) and 2.b) illustrate the anisotropic behavior of the 2x2 and 4x4
schemes. A line source,located at (25Ax,25Ay ), in a 2D computational domain , generates a sinusoidal
wave. The zero isovalue curves give the wave front aspect which should be cylindrical, The darkened
areas indicate the differences between the computed wave front and the exact circular one. A coarse
space discretisation of A=A/3.3 emphasizes the phenomena. The derivation of the dispersion for each
scheme allows a comparison of their capabilities in the case of a cubic cell meshing (Ax=Ay~Az=2.C At).
The numerica; dispersion is null, in free space, when vgroup/C=1 (Vgroup : Group velocity in the mesh).
This rate is plotted in figure 3) for the two directions of propagation which correspond to the extrema of
isotropy. For a discretisation rate of A/8, the worst angle with the 4x4 scheme gives better results than
the best angle of propagation in the 2x2 scheme. The 2x4 scheme generates a non physical value of the
group speed (Vgroup>C).

The free space formulation using (2) and (4) is non longer applicable to the computation of a node in the
vicinity of an interface for 3 reasons. 1.The spatial extension of the computational molecule (figure 1.b)
may imply the use of nodes located behind interfaces.2. If the electric conductivity o and the magnetic
resistivity p are taken into account then "the modified equation method" results in an implicit scheme.
The method used to derive the 4x4 scheme does not reduce the stair case modeling problem.

The solution proposed here is based on the idea that the electromagnetic field is numerically
differentiated in a constant steps computational mesh and the constitutive functions (g,u,0,p) analytically
derived. The AMPERE's and the FARADAY's laws are the starting points of this approach. The
projection of the AMPERE's law on a plane z=constant (6) is used as an iltustration.

©) ”a_.dr.dy - _{)ﬁ i, wherc Q. is a the square suiface Ax.Ay and 3 €. its closed contour.
a0,

2,

(7 a . =¢d,E +0 E,
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Taking the 3D TAYLOR's expansion of H and a, in (6), a representation of the MAXWELL-AMPERE
equation is obtained at the Order N

[Ax_”ey_” [éﬁ”é}:“
®) 22 3%, - 22 CRAL W R ATl o) A
L4@p+)2g+)t " 7 T H&@p+D 2D Y T *

Order 2 (N=0)

©®) a =93,H,-3,H, +0(Ax*,Ay*)=8,H, -8 H,
This is the classical form given by the limit A,,A, — 0, where 3 stands for the numerical second order
differenciation operator as for the following example :

. Az Ax Ax Az
(10) 0.8 ,(x), Yo,2 + "2') - "—[H (x,+ ,)’Ovzo ) Hy(x, - :)’mzu "i‘)]
Order 4 (N=1)

a+ 820 N5, s 0 s H,
an 24 24

-aH—aH+—:-[ H, -9, aH] [ao H-a’H]+0(Ax‘Ay)

A second order discretisation is sufficient for the partial denvatxves in (11}, because they are multiplied
by A’. Equation (11) shows some spatial derivatives over the Ez field component and over the electric
constitutives € and o . This feature enables the introduction of the local rates and curvatures of variation
of € and o . These local vaiiations do not have a step profile but a smooth cubic one. By a proper choice
of the coefficients of the cubic polynomial, it possible to impose the real location of an interface
intersecting the computational molecule. The larger the order N is, the better the geometrical
approximation is, but the heavier the formulation becomes.

The } dia f lati
The second order case is given by the classical following form ot (9)
(12) B B 19,8,

o a
(13) 1'_‘]»0]-‘2 -B_'Hn-lll ____l_ E

a a'
14 €, o
( ) G-Zt— 1+T -ﬁ +0,

p AL

15 LA | P e FO
(15) uAt|:l+2}5+p
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The fourth order spatial discretisation

The Spatial Correction Term is given in (11) and can be re-written as follow :
(16)  SCT =(&x*3,' + 8%9, o EI™ =B EY]
The partial derivatives are evaluated numerically for the Ez nodes and analytically for o« and B.
A7) 8 (o EMy=d a .E™ +23,0 6, E™ +a §,'E™
If the central node Ez is located at (x, y,,2, « Az /2) = (i.Ax, j.Ay,(k +1/2).Az), the SCT is :
(18) SCT~[ad .00 v'.a a 4o |EN -[axta B +8y°.0, B ~4B | £
day 0,0 +a |EMG+D-[ay 8,8 +B |EIG+Y)
{ax 0,0 ~a JEMG-1)+[ar 8,8 -B |ENG-D)
oy 9,0 +a |EMG+1)-[ay 5,8 +B |EXU+1)
ay 6,0 —a |EFG-D+[ay 0,8 -p JEG-D)
Only the index that are differents from (i,/,k+1/2) are noted in (18). This expression results in an implicit

scheme because some other Ez nodes are requested, at time t=(n+1).At , in the computation of the
central node.

The fourth order time discretisation

The Time Correction Term is given by the TAYLOR's expansion. The relation (4) is modified to take
into account the loss term :

(19) a =t 8 EM 4ok, £ -92-:—'3,2 [co, +30 ]} voart)
with the average operator

nelf2 1 nel on
(20) & B = o[EM 4 7]

Assumptions :

The magnetic consiitutives p and p are assumed to be constants in the electric formulation ( respectively
with & and o in the magnetic formulation).

The constitutives are assumed to be constants in the direction of the field component to compute. These
assumptions are related to the planeness of the integration surface (22 in (6)).

@1) ICT =3 (ed, E+3.0E)=
_l_{p__zg_],exex(e,E)-vaex(a,g)+
Wl e "
L[P__ﬁi]_axex(g,g)_.Lexex(a,E)+
wln e n
a_p_[p__i]_g_’ 5 E+S‘LB_[P__.2.£].§ E+0O(Ar?)
wolpooE e [ polw e 7
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The TCT of (19) is obtained by projection on the Oz axis. By _placing (21)in (19) and (18) in (11), the
heterogeneous media formulation is obtained for a Ez component.

3a +——[Ara ‘a+8y%,’a]
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A1l wie derivations are ope:ated at (iy,k+1/2) in (22). The explicit expression of Ez at t=(n+1)At is
cotained by replacing the prujeciions of (12) ‘n (22). The computation of a E node involves 24 H nodes
and 12 E nodes when o = 0. Respectively, the computation of a H node involves 24 E nodes and 12 H
nodes when p =0,

Absorbing Roarz,

The spatial exte:sion [ the fourth order scheme raises the problem of the field computation over the
mesh boundary. Several approaches are available ir: [6]. It seems, from now that a gocd absorption
performance is obtained by usirg a fourth order HIGDON condition un the boundary. The derivation
operators are discretized at the second order in time and -ace. The plane of nodes located between the
exterior absorbing boundary and the 4x4 interior scheme a: ; computed with the regular 2x2 scheme.
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Figure 2 - comparison on the anisotropy of the 2x2 and the 4x4 schemes, illustrated by the difference
between the computed wave front and the ideal circular one. Discretisation Ax=Ay=A/3.3=2CAt
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Figure 3 - dispersion error on the group velocity in the 2x2, 2x4 and the 4v4 schemes measured on the
rate Vgroup/C
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The 4x4 scheme has a heavier formulation than the 2x2, but shows better performance. The method
exposed above may be applied to build higher order schemes. The main idea is to use the lower order
formulations to build the higher one. The spatial extension over an interface is taken into account by a
combination of 2x2 heterogenous formulations applied on both sides of the interface. The second
degree de ivatives over the coastitutives enables 10 spproximate the change of media index by a cubic
polynomial. This gives a better gsoretrical tnodelisation of the structure to study.
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Figure 1 = Spatial dispositions of the clectromagnetic nodes invoived in the computation of the
Ex(i+1/2 j,k) component in free space
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Recent Enhancements to GEMACS 5.3

Edgar L. Coffey, Ol
Advanced Electromagnetics
4516 Stockbridge Avenue NW
Albuquerque, New Mexico 87120

A number of new features, specifically requested by GEMACS users, has been added to the GEMACS
(General Electromagnetic Model for the Analysis of Complex Systems) computsr program [1] since
the release of version 5.2 in early 1993. The purpose of this paper is to summarize the mod:fications
made to the program and how these changes benefit the GEMACS user.

MOM Low Frequency Accuracy Enbanced

The low frequency accuracy of GEMACS' method of moments (MOM) module has been improved by
addressing some of the numerical deficiencies of the original code. The wire segment basis function
has been changed from its original

Iis) = A + Bsin(ks) + C cos(ks)
to the one used in NEC3VLF [2],
Is}) = A + Bsintks) + C[1 - cos(ks)]

where k is the wave number and s is the distance along a wire segment. This does not change any
physics within the code. It merely rearranges terms so that the “C” function is a perturbation about
zero instead of a perturbation about unity. Hence, the numerical difficulty of allocating curment
between 1o "A” and “C” tzrms is alleviated. At the same time the near and far zone field equations
were rewritten for better numerical stability and to take adve ttage of numerical methods that have
speeded up computations (mat: - fill) by an average of 30% for large nuinbers. In addition, the
evaluation of the exp(-jkR)/R h.. been changed per the technique in NEC3VLF.

The key to increased accuracy, however, was not so much the work described above as the total
rewrite of the current basic function interpolation numerics for {A, B, C}. GEMACS, unlike NEC or

NEC3VLF, makes more use of interpolation numerics. When segment lengths become electrically
short, the numerical implementation of the interpol-tion breaks down. A significant rewrite of the code

This work was spon:ored by the U. $. Air Force Rome Laboratory under contract F30602-92-C-0072.
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has extended the numerical accuracy of this portion of GEMACS to nearly the dynamic range of the
computer (typically 1E-38). These enhancements have allowed us to use GEMACS to model very
small (electrical) features such as 0.1” pins on printed circuit boards without the numerical instabilities
that occurred using earlier versions of the code.

The “small loop” numerical problem, also discussed in 2], still remains to a small extent in GEMACS
5.3. We plan on investigating fixes for it over the next twelve months.

GTD Ray Path Dump

It is now possible to dump GTD ray path coordinates and field magnitudes to an ASCII file using the
new RAYPTH command, The path is traced from bouace to bounce and can be displayed using the
GAUGE and WinGAUGE graphics packages.

HFIELD Command

At long last GEMACS has an HFIELD() command as a companion to EFIELD(). HFIELD computes
magnetic fields for MOM, GTD, and MOM/GTD hybrid problems. Its syntax is identical to that of
EFIELD(). It is of particular value in finding surface currents on GTD structures since J = n x H.
HFIELD has not yet been implemented for finite difference (FD) problems since the structure of
GEMACS for FD is quite different from its MOM and GTD structure.

CAD Geometry Data

Finally, in response to requests from GEMACS users which develop geometry models with commercial
CAD packages, GEMACS 5.3 includes a feature to allow direct input of geometry data, bypassing the
normal geometry input processor. The data are for the most part descriptions of polygons (with a wire
segment defined as a two-vertex polygon). Data sets in this form are generally much casier to generate
with CA packages than data using the waditional GEMACS grammar and syntax.

‘The CAD geometry data input is activated by adding the CAD field to the GMDATA command. This

causes GEMACS to interpret the ASCII data in the geometry file as point/polygon data instead of

standard GEMACS geometry commands.
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Abstract

A computer resource requirements analysis was recently completed for the GEMACS program. The
purpose of this analysis was 10 develop estimation techniques for several key resources assc-iated
with the execution of this code. Three mutually supportive tools were completed during this
analysis. First, graphical results and estimation charts were prepared. Second, an interactive
resource estimation program (GEMSIZ) was created to let the user enter proposed problem
information to obtain requirements. Finally, a program was completed that will allow the user to
read a GEMACS input file to obtain the estimates of resource requirements.

1. Introduction

GEMACS, like any large analysis program, can be difficuit to use and apply. Onec of the
application problems 1 . the determination of the best computer platform for running various classes
of models. This determination is usually dependent on such factors as the amount of available disk
storage, memory and the speed of the compuier, In the past, it ha. been difficult to estimate the
actual number of required files for execution, the total disk size requirement or the expected
execution time for a given model. Lack of knowledge of some of these parameters can be both
fivstrat'ng and, in some cases, disastrous. For instance, there have been several cases where a
problem is started on a specific system and run for many days only to have the system crash
because of a lack of sufficient disk storage space. This can also occur if the problem is not started
with sufficient file handles to accommodate the run.  An estimate of the execution time can also
be impurtant for cases where a2 commitment of a computer for a particular problem would be
unacceptable if the e..pected time is excessive. The resource requirements estimation tools described
in this paper are intended 1o assist the user in making optimum use of available computer resources
and to minimize the risk of program failure due to resource limitations.

This work was supported by the Air Force Phillips Laboratcry under contract F29601-92-C-0109.
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2. Objectives
The main objectives for the work summarized in this paper include the following:

* Analyze the basic cc' wuter resource requirements for GEMACS

* Create graphic/nomograpn, Jocumentation of results

* Create an interactive resource estimation tool

¢ Create a resource estimation tool for evaluation of GEMACS input files

3. Approach

The approach throughout the work performed in support of this development was focused on
providing useful and informative tools for the users of GEMACS in the arca of resource
specification and allocation. There were four principle resources focused on for this analysis,
namely, the maximum number of files, maximum disk storage prior to and after checkpoint and the
exccution time. The general approach for the development of estimation tools for each of these
factors will be discussed here briefly.

Test Cases. A number of general test cases were devised and executed to exercise GEMACS in as
many mays as possible. The test cases included simple problems with only method-of-moments
(MOM), general theory of diffraction (GTM) or frequency domain finite differences (FDFD). Other
cases that exercised the code with hybrid combinations of MOM, GTD and FDFD were also
executed. Fipally, several test models were executed from a collection of benchmarks for
GEMACS. The resuits of these computer runs were used to prepare graphical and tabular
summaries of the various resource requirements associated with GEMACS under many conditions.
Table | summarizes the benchmark test cases that were used in the cheracterization of the resource
requirements,

Files. The GEMACS source code was modified to write diagnostic information concerning the
opening and closing of all files during a model run. This allowed the capture of the information
required to determine the maximum number of files that were open at any given time.

Disk storage requjrements. The maximum disk storage requirement for GEMACS prior to and after
checkpoint was docuinented in a similar fashion to the number of files. GEMACS source code was
modified to write diagnostic information conceming the writing and reading of information to and
from disk. This allowed the evaluation of the size of disk storage files being worked on as a
function of time/operation as the GEMACS run progressed. From this information, the maximum
size of the disk storage requirement was detcrmined both before and after checkpoint. The same
test cases were used for this analysis as for the characterization of the maximum number of files.

Exccution time. Another key factor in the application of GEMACS to a given computer platform

is the expected execution time or relative speed of the computer. / ther test cases were devised to
help characterize the various contributions of GEMACS solution techniques and operations on the

73



s

e —

e P e e

required execution time. Such factors as the number of unknowns (wires, patches and apertures),
number of GTD elements (plates and cylinders) and number of FDFD grid cells were considered.
Also, the contributions from varying numbers of output field requests and total number of output
field points requested were analyzed.

GEMSIZ program. An interactive computer program was created to provide a tool for estimation
of the computer resource requirements for GEMACS under most cases. The basis of this program
were the results from the large number of computer runs that were made to generate the tabular and
graphical summaries previously mentioned. This program requires the user to enter pertinent
information on the GEMACS problem proposed in order to make an estimate of the required
resources.

GEMCRC program. Another program was also developed that makes use of the user’'s GEMACS
input file to directly evaluate the resource requirements for a specific problem. This program is not
user interaclive and obtains all required information from the input file. The estimates for computer
resource requirements is performed by the GEMSIZ program after the appropriate information has
been extracted from the input file.

4. Results

One of the goals of this work was to devise general nomographs and equations that would allow
for the computation of the execution time requirements for GEMACS problems. At the inception
of this work, it was envisioned that this would consist of perhaps just a single set of governing
equations, or, at worst, a set for each type of computer platform (i.c., PC, Workstation, Mini or
Mainframe). The complexity of interaction of the GEMACS program with different computers,
operation systems and compilers has since become very evident. The result is that there appears
to be no simple set of governing cquations that will allow for the generic development of
nomographs or programming equations. This section will review some of the performance
comparison data from the analyses performed.

Figure | iliustrates graphical data for the number of files required as a function of the number of
output ficld requests. Figures 2 and 3 show, respectively, the typical results obtained for the
maximum disk storage requirements prior to and after checkpoint for a hybrid case involving GTD
and MOM elements. Typical results for predictions of execution times for MOM, GTD and FDFD
cases are illustrated in Figures 4 through 6, respectively. Table 1 summarizes some of the typical
disk requirements and execution time predictions as compared to the actual values generated as part
of the validation process. Excellent predictions are achieved for maximum disk storage
requirements. Predictions of the execution time that are generally within about ten percent of the
actual values are also achieved.

Tr= characterization of the execution tiine for a GEMACS problem from one  )mputer to another
exhibited unanticipated complexitics. The computers from whick timing information was obtained
in support of this analysis are summarized in Table 1. Considerable variation in performance was
noted from computer to computer ac 1 function of the type of problem being solved (i.e. MOM,
GTD, FDFD or hybrid). Also, variations were noted even frum one computer to another in the
same class (i.e. two PC’s or two SUN Sparc workstations). This makes the generalization of timing

74



C

estimates difficult, at best. Reasonable characterizations were achieved for PC's. a SUN Sparc/10
and a Motorola/RISC system. More coarse estimates are provided for SGI's, DEC/Alpha and the
Cray super computer. It is probable that a user of the tools provided in this analysis will want to
perform their own benchmarks for timing characterization if their computer platform is not one cited
in Table 1.

An effort was made to characterize the timing performance of a number of computer systems. All
systems were compared to the pertormance of a 486 class, 50 MHz PC. There is considerable
variation in the measured performance for each computer as a function of the number of unknowns
in the problem as well as the type of GEMACS problem being worked. i.c. GTD. MOM, FDFD or
a hybrid combination of these techniques. The estimates that are provided here and in the support
rograms are limited in their scope of both range of numbers of unknowns as well as problem types.
Many different problem types were used in the development of the estimates, but a comprehensive
compilation of all possible or probable cases was not feasible for this effort. Consequently, there
is some uncertainty in the timing resources predicted for computers other than the 486 base system.
In addition, there are uncertainties for all cases that exceed the maximum number of unknowns used
in this analysis (this was typically 600 to 1000). The algorithms included in the support programs
will provide projections of the estimates for the timing requirements based on the curve fit to the
measured data for the class of cases in question, however, as one exceeds that maximum measured
data by a larger and larger margin, the accuracy of the prediction can be expected to drop off.

5. Summary/Conclusions

The importance of creating this suite of tools for estimation of the resource requirements for
GEMACS lies in the difficulty in determining before a run exactly how much disk storage and time
will be required to complete the probiem. This information is very important to the GEMACS user
because without such estimates a probiem may be committed to a particular computer that :s cither
incapeble of supporting the complete solution (i.c. too small a hard disk, ctc.) or that is too slow
for reasonable tumaround of results. The former problem has significant consequences since the
user may start a problem with GEMACS that can run for many days before it exceeds the disk
storage available on the computer and crashes. This is not uncommon for large problems.

A major effort was undertaken to develop a resource requirement analysis capability for the
GEMACS program. Such a tool set becomes more and more important as the size of problem being
worked with GEMACS increases. A set of sample problems was developed and exercised on a
number of different computers to develop scaling relations for the relative performance of the
computers. Unexpectedly complex behavior in the execution time for sample problems on different
computers added greatly to the difficulty of developing a consistent and accurate set of predictive
tools. The basic scaling relations for the number of files required to run a problem and the disk
storage requirements was compieted and validated for a variety o, problem examples. The results
from this study have been incornorated into a FORTRAN program called GEMSIZ. Timing scaling
relations were also characterized and built into this program. In addition, a FORTRAN program
was developed a: PL (GEMSRC) that is able to take the users input file for GEMACS and use it
dire~tly to make all determinations concerning the resource requirements for a run.
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Additional work may be required to improve the accuracy of the predictions for timing associated
with Jarge numbers of unknowns as well as the development of better scaling functions for
computers other than the baseline 486/50. SUN Sparc/10 and Motorola/RISC. The source code for
GEMSIZ and GEMSRC are distributed with the documentation to make this process
relatively suaightforward for the users,

Table |. Typical benchmark models and results

e
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Name

DESCRIPTION

kW-calc.

kW-actual

sec-calc.

sec-actual

DIPOLE

THIELE

SPHERE

CAVITY

SPIRAL

WAVGTD)

NATO-16

NATO-8

NATO-4

Simple | :gment dipole with | far-
field request of 90 points

Thiele monopole (6 segs) over a ground
(1 GTD piate) with | far-field request of
36 points

Patch model of a sphere (224 pawches)
with | far-fieid request of 361 points

FDFD cavity modei with 100 celis and |
near-field request of 21 points

MOM Archimedean spiral antenna
model {302 wires) with 1 far-field
request of 73 points

Hybrnd waveguide model (MOM-6
aperture clements, GTD-6 plates, FDFD-
70 cells) with 2 far-field requests
totaling 363 points

NATO cyi. benchmask (1056 patches)
with | near-ficld request of 50 points
and using |16-fold rotational symmetry

NATQ cyl. benchmark (1056 patches)
with | near-field request of 50 poinis
and using 8-fold rotaonal symmetry

NATO cyl. benchmark (1056 patches)
with 1 near-tield request of 50 points
and using 4-fold rotational symmetry

83

83

1484

102

626

3604

3604

3604

83

83

1484

103

626

3604

3604

3604

32

1784,

462.

793,

4.2

144

62.3

1687.

410.

820,

1684,
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Figure 1. Maximum number of files required as a function of field requests
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Figure 2. Maximum disk requirement prior to checkpoint for MOM/GTD cases.
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Modeling Cavity Problems with GEMACS 53

Edgar L. Coffey, I
Advanced Electromagnetics
4516 Stockbridge Avenue NW
Albuquerque, New Mexico 87120

The large number of modeling options with GEMACS (General Electromagnetic Model for the
Analysis of Complex Systems) [1] may appear at times overwhelming to the new GEMACS user. For
example, there are three (at leust) methels for modeling cavity problems: finite differences (FD),
method of moments (MOM) MFIE patche, and method of moments EFIE patclies. A combined field
integral equation (CFIE) approach is also possible, as well as an approximate ray tracing method using
some of the features of the GTD/UTD module.

Within GEMACS FD methods are the only way to include cavity dielectrics or conducting cavity
walls. FD is a volumetric model and is thus very computer intensive. It should be used only for small
problems or problems requiring dielectrics.

The MOM approaches (MFIE, EFIE, or CFIE) are to be used with great care as interior and/or exterior
resonances may completely swamp out the true solution. When they work, however, they woik well.
MOM allows high resolution modeling of geometrical detail and tends to be faster than FD for most
problems.

The GTD/UTD approach relies on ray tracing and thus is applicable only to very large cavities. GTD
is not normally useful in concave or cavity regions. GEMACS, however, has the ability to trace rays
*vith up to ten bounces each. Convergence is obtained by relying on 1/R attenuation and the much
longer path lengths (R) of multiple bounce rays.

The purpose of this paper is to explore the advantages and disadvantages of these different approaches
in modeling a simple rectangular cavity. The applicability of each method to special cases (e.g.,
diclectric interior, imperfectly conducting walls, etc.) will be shown. Results will be compared with
each other and with analytical data.

Perhaps more importantly the presentation will give the GEMACS user guidance in selecting
commands and geometries for his or her particular cavity application.
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¥-16 Structure Modeling Using GEMACS 53

R. Fisher
Science and Engincering Associates, Inc.
6100 Uptovm Blvd, NE, Suite 700
Albuguerque, New Mexico 87110

Edgar L. Coffey, Il
Advanced Elecromagnetics
4516 Stockbridge Avenue NW
Albuquerque, New Mexico 87120

An extensive, detailed model of the F-16 aircraft was developed by SEA and AE for use in computing
surface currents and near-zone scattered fields izom plane wave sources. The purpose of this paper
and accompanying presentation is to describe the details of the modeling process, compremises made,
and lessons leamed. Comparisons will be made 10 near-zone laboratory data.

GEMACS 5.3 was used to predict surface currents and near-zone fields scattered from an F-16 ait raft.
An MFIE surface patch model was made of the aircraft surface, as shown in figure 1. The size of the
model that is required to adequately resolve the F-16 using MOM is quite large. (2,640 surface patch
clements, or 5,280 matsix unknowns). Consequ=ntly, computer resources in storage space as well as
execution time can be concomitantly large.

The first simulations were performed on a state-of-the-art, four-processor RISC work station. These
did not take into account symmetry nor was banded matrix iteration (BMI) used. After 1» days, the
run failed because all hard disk space had been taken by the MOM matnix, its LU factorization,
observable data sets, etc. It was this lesson leamed that iad to the development of the GEMACS
Resource Monitor reported on elsewhere in these proceedings, "Results of a GEMACS Resonrce
Calculation Study.”

Later runs (without symmetry) were performed on a Cray computer at USAF Phillips Laboratory.
Subsequently, symmetry was used and amay sizes increased sufficiently that the work station run
completed (in about eight hours). The results of the work station were identical (five digits) to those
from the Cray.

The primary observables computed were current deusities over the F-16 surface. These are shown in
gray-scale rendering in figure 2. Near-zone tields were computed from the cwiteais using the
GEMACS EFIELD() command and a grid spacing of 0.5 m. Figure 3 shows the results. The aircraft

This work was sponsored by the U, S. Air Force Phillips Laboratory under contract F29601-92-C-0105,
subtask 05-01.
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model has been overlaid on top of the field results to orient the viewer us well as to mask out interior
fields erroneously computed by MOM. Since there are no field values associated with the model being
superimposed, the area occupied by the model appears as black.

The zone at the rear of the aircraft in and benind the tail is anomalous. It is not known at this time
the exact reason for the predicted high field levels in this region. It is believed that some
approximations that were made in developing a functioral model for the F-16, which violate to some
degree standard modeling guidelines, may have generaied or at least contributed to this anomaly.

Figure 4 shows a black and white rendition of IR resuits for the same configuration. A plastic model
was coated with silver paint and embedded in conducting paper. This setup was illuminated by a plane
wave excitation, which heated the conducting areas in some relationship to the field strength. An IR
photograph was taken of the setup.

It is significant that with even a MOM model that violates a number of standard guidelines, the
agreement qualitatively is rather good. The peaks and nulls along the fuselage and wing leading edge
niatch node for node. The interference pattern generated between incident and scattered fields agrees
fairly well, too. (It is difficult to make too strong a statement because of not having a reference for
the IR work and the differences in color coding between IR and GEMACS displays.)

In sumumary, an F-16 model was generated that clearly reproduces the gross features of the IR
measurements taken by Phillips Laboratory. This model, if all modeling guidelines had been followed,
would have required 10,000+ patches to produce. Compromises were made in the model’s geometrical
and electromagnetic integrity to reduce the number of patches 0 2,640. However, even this crude a
model prodnced yseful results. The 10,000+ patch model would have produced no results because we
would not have been able to run it!

References:
1. E. L. Coifey, D. L. Kadlec, and N. W. Coffey, "General Electromagnetic Model for the

Analysis of Complex Systems (GEMAC ), Version 5, User, Engineering, and Code
Documeniation Manuals, Rome Laboratory, ' ~~hnical Report RADC-TR-90-360, June 1990,
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Figure 4. Black and White Rendition of Field Distribution for fR Model.
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Figure 1. GEMACS MFIE Patch Model for the F-16.

Figure 2. F-16 Current Distribution Predicted by GEMACS.
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THI> MICROWAVE AND MILLIMETER-WAVE ADVANCED COMPUTATIONAL
ENVIRONMENT PROGRAM
- A Computer Based Design Enviconment for High Frequency Electronics -

ROBERT H. JACKSON

VACUUM ELECTRONICS, CODE 6840
NAVAL RESEARCH LABORATORY
WASHINGTON, D.C. 20375-5347
Phone: (202) 767-6656
FAX: (202) 767-1280

Microwave and millimeter-wave power tubes are essential components of today’s advanced
military systems. Power tube design is a complex process which must simultaneously account
for mechanical, magnetic, electrostatic, clectron optic, clectromagnetic, thermal, and other
factors in order to meet performance requirements for existing and next generation systems.
Existing design methods are timec and labor intensive usually requiring the costly construction
and testing of several prototypes by highly skilled and expensive technical labor. The creation of
an advanced computer-based design capability for power tubes will significantly reduce the risk,
cost, and development time associated with state-of-the-art tube development while improving
performance and reliability.

The Microwave & Millimeter-wave Advanced Computational Environment (MMACE)
Program is directed at the development of just such a comprehensive computational design
environment for microwave power tubes. The MMACE program is a tri-Service effort with
ARPA, NIST, NSF, and NASA pacticipation which will operate over a three year period to
define, develop, and validate this advanced design system. Many of the problems being
addressed by the MMACE program are shared in varying degrees by a broad spectrum of
technical disciplines utnd MMACE is addressing these common problems in a generic fashion.

This presentation will discuss both the unique and generic aspects of power tube design
which have dictated the present programmatic and technical structure. the focus will be on tube
design computational requirements, the key technical objectives which must be achicved to
impact the design process, and the specific technical and programmatic approach adopted by
MMACE. Mechanisms for cooperation and joint developinent on common design problems with
other programs and technical communities iave been given a high priority and initial cooperative
efforts will be highlighted. A prototype design environment was developed in Phase I of the
MMACE program and was released for testing in the US tube industry in the Fall of 1993, The
structure and capabilities of the prototype will be discussed and demonstrated and the present
status of the follow-on Phase 1] design system tramework and tool development will be
presented.
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FURTHER CONSIDERATIONS REGARDING THE ELECTROMAGNETIC MODELING
AND SIMULATION ENVIRONMENT FOR SYSTEMS (EMSES)

Kenneth R. Siarkiewicz
Rome Laboratory/ERPT
525 Brooks Road
Griffiss AFB NY 13441-4505
siarkiewiczk@lonex. rl.af. mil

ABSTRACT

This paper refines the concepts presented at the 9* Annual Applied Computational Elsctromagnetics
Society Symposium [1]. At that symposium several papers were presented which outlined in broad terms
the need for a more intelligent and efficient approach to computational electromagnetics (CEM) modeling,
simulation, and code development.

This paper presents the results of further invesiigations and dialog in this critical arena. It focuses
on the work being performed at Rome Laboratory to refine the concepts and specify the characteristics of
several elements which are significant at this stage of the overall design of the EMSES. It should be noted
that the refinements made are the result of collaboration and numerous conversations with individuals in
DOD, DOE, industry, and acadeniia. However, the conclusions presented are those of the author and do
not necessarily reflect the positions of those who have contributed their time and talent.

In particular, this paper endorses the use of the Microwave and Millimeter-Wave Advanced
Computational Environment (MMACE) for the overall framework within which the EMSES resides and
operates. MMACE is a Tri-Service Program. The Naval Research Laboratory is the technical lead for its
development. Although it is directed to the high power vacuum electronics community, the shell and its
basic elements incorporate many of the tools and considerations which arc necessary to the EMSES. The
prototype has been demonstrated and it is now entering phas . 11. The eleciromagnetics community has a
fortuitous opportunity to impact the overall design of MMACE to accommodate CEM codes.

This paper presents one view of how EMSES and MMACE can be synergistically designed to
exploit the advantages of ach for the benefit of both, while at the same time providing a system with an
architecture sufficiently open to the incorporation of the modeling and simulation tools of other engineering
and manufacturing disciplines (e.g., romputational fluid dynamics, thermal transfer, computer-aided
design).

INTRODUCTION

At the Ninth Annual " eview of Progress in Applied Computational Electromagnetics several papers
were presented [1-3] whic focussed on issues which need to be considered in future development of
computationnl electroma;  1cs (CEM) technology and computer-aided tools. The paper by Siarkiewic?

[1] treated several generic issues related to the development of an integrated computational environment
in which an electromagnetic engineer or systems integrator designs a system or analyzes the performance

86

. .




of a proposed system design. System is defined 2s an electromagnetic radiating or scattering platform (e.g.,
airplane, tank, ship, spacecraft) on which are mounted deliberate (i.c., antennas) or accidental (e.g., doors,
access panels, power cables) radiators or receptors of electromagnetic enesgy.

The referenced paper presents a very preliminary overview of the three major divisions of a next-
generation electromagnetic modeling and simulation environment for systems (EMSES). These are the
input processing function, which accesses the appropriate system and component databases and develops
the electromagnetic model! for the system under analysis. The second component is the computational
engine, a computer-sided CEM tool ta perform the required analysis on the clectromagnetic mode! and
compute the necessary output data to derive the requested system performance data. The third element
is the output processing function which performs the tasks of data reduction and presentation, and database
generation and modification.

This paper is a follow-on to the paper presented last year. It represents the results of further
reflection on this complex area. The author gratefuily acknowledges stimulating discussions with several
other engineers and icientists who have given the concept of a next generation CEM environment much
serious thought. These include, among others, Dr. Ed Milier, formerly of Los Alamos National Laboratory,
Dr. Lou Medgyesi-Mitschang, McDonnell-Douglas, Dr. Bob McGahan, Rome Laboratory, Maj. Dennis
Andersh, Wright Laboratory, and Capt. Tom Tirumerman, Phillips Laboratory. However, the thoughts and
reflections presented in this paper are solely those of the author and do not necessarily represent either
implicitly or explicitly the ideas anJ opinions of these or other engineers working in the area of CEM.

THE CONCEPT

Figure 1 is a pictorial representation of the fundamental elements which comprise the initial
development of EMSES. The rectangular boxes represent elements which are common to all versions of
the framework. Each version is differentiated from others by the insertion of a computational engine which
is specific to the application and type of analysis. For example, for the analysis of the integration of an
antenna on a platform in order to characterize and minimize the pattern distortion one would usc the
GEMACS (General Electremagnetic Model for the Ana sis of Complex Systems) computer program. For
automatic tanget recognition applications one would use the XPATCH code being developed for the Air
Force Matend Cornmand Wright Laboratory. Of course the necessary translators to prepare the data input
for the code and the data cutput from the code wouid also be included in the oval area shown in figure 1.

The cylinders shown in figure 1 represent the database associated with the article under analysis
(AUA). Taig includes a cescription of the physical geometry and the material properties of all defining
surfaces. The database would also contain any measured and computed dat that may be generated to
define the operational performance of the AUA. This latter data may or may not be employed in a
particular follow-on analysis. Howeve., the results of any analysis would be added to augment the
performance database for the system.

The database interface and visualization tools would access the database and generate a computer
model of the geometry. Thus, this rectangle includes an appropriaie database program and query system,
as well as a graphics-based engine to display the geometry for viewing and editing as appropriate. Initially
this is envisioned as a computer-aided design (CAD) package, for example, AutoCAD or the ACAD
program being supported by the Electromagnetic Code Consortium (EMCC). The operations of the tools
in this rectangle provide the snalyst with a pictorial imags from which an slectromagnetic model
appropriate tor the computationai engine wiil be generated.
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Figure 1. EMSES Conceptual Diagram

The concept includes a knowiedge-based/expert system (KB/ES) processor which aids the analyst
in the development of the electromagnetic model. While inuch of this element of the concept may be
independent of the computational engine, there may be portions which are application-specific. An optional
design possibility is to attach a translator to the computational engine which converts the output of a
standard expert system into the synzax of the input language of the engine. In this way an identical KB/ES
processor can be employed for any computational engine, thereby simplifying the long-term maintenance
and enhancement of the processor.

As noted previously, the computational engine can be any CEM program which provides the data
required by the analyst. Several possibilities and considerations were presented in last year's paper [1].
However, & rather radical and innovative alternative is presented later in this paper.

The output uf the computational engine is the input to the element labeled "database interface and
data reduction tools™ in figure 1. This element performs two manipulative functions on the engine's output
data. A full complement of graphing and charting functions would be available, such as polar and
rectangular graphs, Smith chart termnplates, writing to file for transfer to plotters and laser printers, and other
such utilities.

The second major function of this element is that of writing the data to a mass storage medium for
future reference and use by other analysts  Thus, the output of uny analysis sugments the electromagnetic
database for the AUA. A full complement of subfunctions would be available for database maintznance,
such as renaming files, deleting obsolete files (e g., those which are based on an earlier version of the
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geometry), and combining files. Such file maintenance utilities are of benefit as the AUA undergoes the
iterative design and analysis process. Working files would be transferred to various workstations as
necessary, while the configuration control file would remain safely archived, at least uniil it is superseded
through a well-established documentation update process.

AN INNOVATIVE CONCEPT FOR THE COMPUTATIONAL ENGINE

In the design thus far proposed it is masumed that the computational engine is a stand-alone CEM
code, such a5 GEMACS or the Numerical Electromagnetic Code NEC). A number of advantages accrue
if the engine is dynamically composed to suit the geometry and analysis at hand. That is, instead of
incorporating a number of large codes within the framework and having the mnalyst specify which one is
to be inserted for a particular execution seyics, the environment would incorporate the electromagnetic
analysis capability as a library of subroutines or modules, each of which would describe a single process
of electromagnetic interaciion. Thus, there would be sepasate modules to characterize diffraction from an
edge of a surface, reflection from a swiace, creeping waves around a cylinder, etc. Funthermore, if object-
oriented programuning were employed, then the edge-af-a-surface module would be generic in the sense .
that the edge would be the edge of a fint plate or the interface of two dissimilar materials (¢.g., aluminum .
and fiberglass).
As a demonstration of this concept, assume that GEMACS is a computer code that has been
inserted into the environment. Originally it would act as a stand-alone code for the computational engine.
providing info.mation about the degradation of the far-field beam pattern caused by the presence of the
aircraft on which the antenna is mounted. This is depicted as phase 1 in figure 2.

Figure 2. Development of an Electromagnetic Library

In a second phase of the integration process, GEMACS is broken up into its six individual modules,
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as shown in the middie column of figure 2. The file handling capabilities of the environment are used to
transfer data among the modules, rather than the built-in functions within GEMACS itself. As a further
step in the process, the input and cutput modules of GEMACS are eliminated. The database interface
tools, visualization tools, and data reduction tools of the environment provide the user interface with the
remaining four modules of the GEMACS code.

In the third and final phase of the integration process, the individual electromagnetic phenomena
processes within GEMACS are identified, separated from the various modules, and stored into an
eleciromagnetic analysis library. Here would reside routines to calculate diffraction from the edge of a
plate, diffraction from the rim of a cylinder, reflection from the surface of the plate bounded by edges, and
many other similar functions. It is interesting to note that the first two phenomena identified above,
diffraction from the edge of a plate and diffraction from the rim of a cylinder, may be identical except for
the inciusion of a factor to represent radius of curvature. A single routine could replace two existing
routines. The resulting routine could possibly be further generalized by including material properties for
cither side of the edge, and thus the function could be used to calculate tne diffraction from an interface
between dissimilar materials.

The process of integration (or disintegration into processes and libraries of functions) would be
applied to many other codes. The library would eventu:lly include formulations for finite element and finite
difference calculations for volumes, & host of routines for various emerging asymptotic techniques such as
shooting and bouncing rays, and routines for method of moments computations involving differing basis
and testing functions each of which is appropriate for varying geometries and observables of interest.

In addition to storing, the individual functions or processes, the library would also include entire
codes if they are regularly necded to characterize a particular class of problems, as well as a set of macros
which would be invoked to bring together the various individual processes to form an analysis tool to be
applied to a particular problem at hand. In this way only the minimum amount of computer resources
necessary to accomplish a particular analysis would be demanded by the dynamically generated CEM tool.

To be sure, such a scheme places an additional burden on the analyst. Not only must the
electromagnetic model of the system be developed, but quite often a code for the analysis may need 1o be
developed. However, if designed and implemented properly the KB/ES can be used to not only develop
a prototype electromagnetic model but also to "develop” the computational engine "on the fly* through a
dialogic process with the analyst. 'When implemented, such a scheme would give new meaning to the term
user friendly.

Although challenginy in its design and development, this radically innovative concept has many
advantages. As has already boen mentioned, the dynamicaily generated computational engine would be
optimum in the sense of demending & minimum amount of computer memory and storage resources. It may
also have the benefit of decreased execution time since many unnecessary checks and computations would
not need to be performed, as they are frequently executed in the current state-of-the- art general-purpose
codes.

In addition, the maintenance and enhancement of CEM tools would be greatly facilitated. Working
with the routines for individual processes is much easier than modifying a large code such as GEMACS or
NEC. The modularity of the processes reduces the risk of coding ermor and greatly reduces the time
required for the validation of the code segment. Furthermore, the change to the algorithm or the CEM
capability nceds to be accomplished in only one central location instead of in each individual stand-alone
code.

Other advantages include the ability to more easily experiment with slightly different
implementations of a formulation. How the algorithm is developed can atfect the accuracy of the resulis
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or the amount of time required for its execution. Thus, trade-off studies among competing code designs
can be more easily accomplished, and sensitive elements of the theory and algorithm can be identified and
quantified. Also, advances in the state-of-knowledge in electromagnetics, computer hardware and software
technology, computational mathematics, and other CEM-related disciplines can more easily and quickly
be incorporated into the environment and transitioned for use by the community.

The task is indeed monumental, but the rewards for accomplishing the development of an
electromagnetic library of routines are even greater when viewed from the perspective of short-term gains
in the ability to characterize a system and the long-term gains in ease of maintenance and enhancement.

ONE POSSIBLE APPROACH

There are many considerations which mnst be addressed in the development of the EMSES,
whether or not the innovative concept for the compurtational engine is included in the design of the
environment. Some of these focus on the component factors of input processing, the computational engine,
and output processing; and some are directed toward the many system-level factors involved. Some of the
many considerations are shown in figure 3.

T
INPUT PROCESSING l COMPUTATIONAL ENGINE QUTPUT PROCESSING
+ Dalatase intedace { » Meinod of Momenls * Dalabase Inlerface
« Generate EM Mode! { » Unlorm Theory of Diltiacton |« User Intedace
« User Inlerface * Frite Dilferences » Data Reduction
* Visyauzaton * Fiite Elements = Dala Fomats
* Physical Measurements | » Pryscal Oplics * “yoes of Obsenadles
* BElecrica! Paramaters | » Pnyscal Theory ol Diffracton | » Presentation Fomats
» Moderng Elements » Characteristic Modes * Hardware Interlaces
« Dala Formals = Time & Frequency Domans
* Hyondizalion

SYSTEM FACTORS )
» Computer Platfarms « Secunty * Mantenance, Tesing, & Disinbution
» Progzamming Languages  + Propretary Daia * Configurat.on Control
¢ Operaling Systems » Dacumeniaticn « Transposnapiity
s Graphics Stancards + Traming * Admin:stration 8 Contro
» Dalabase Schema/Query » Asgels in Place

Figure 3. Some Design Considerations for EMSES

This is an intimidating list. However, much of the groundwork has been laid by the Microwave and
Millimeter-Wave Advanced Computational Environment (MMACE) being developed under the sponsorship
of the Naval Research Laboratory (NRL) [4]. This framework is conceptually depicted in figure 4.
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Figure 4. Microwave and Millimeter-Wave Advanced Computations! Environment (MMACE)

An overview of the MMACE framework is described in the referenced paper. It is significant that
this program has resulted in a prototype which demonstrates that it is possible to design and developa
computational shell which can support several diverse analysis disciplines and provide a somewhat seamless
interface among them.

It is beyond the scope of this paper to provide any detai’ regarding the MMACE fi.mework. The
interested CEM scientist is encouraged 10 read the referenced paper and contact NRL for more details.

There are several comments which should be explicitly stated. Firs,, the CEM commumity can
replace the existing design and analysis tools (shown in the clear box in figure 4) with one or more of the
tnols for electromagnetic analysis. This would be either stand-alone codes or the suggested library of
macros and functions shown in figure 2. It is true tkat initially the tools would nced to be wrapgpered in
specially developed pre- and post-processors. However, as new toois are developed their input and output
eiements would be tailored during the design process to meet the standards being established by the
MMACE developers. The integration of CEM tools and capabilities would be an orderly and logically
incremental progression.

Furthermore, and quite impostant, is the fact that the MMACE framework is currently being
defined, designed, and developed. Standards are in the process of being refined and extended. They are
currently prototypes developed specifically to match the needs of the vacuum electronics desizn
community. They are open-ended and nnconstrained. CEM community requirements have an opportunity
to impact the direction and content of the standards.

The MMACE framework is totaily government-owned, and the "buy-in" cost has been kept to a
mismum. The analysis tools may eventually include company-proprietary products, but the advantage of
the system is that this can be easily accommadated. The significance is that an analyst can use a tool with
which he or she is familiar and has on hand. If any factor regarding EMSES is significant, this one is surely
at the top of the list.
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CONCLUSION

There can really be no conclusion at this point. There must be further thought and discussion given

to this topic. New codes and specialized codes continue 10 be sponsored and de-eloped. Existing codes,
such as GEMACS, continue to be enhanced. In both instances a costly and time-consuming process is
being carried out.

It is time for the CEM community to review how it does business. The Applied Computational

Electromagnetics Society (ACES) is an excellent and logical forum in which this review can be pursued.
This author is leaning heavily towards the use of the MMACE framework as a starting point, since there
is no gain in doing again what has already been done. If there are other ideas and approachss, then it is an
obligation of those who have them to bring them forward.
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RESULTS USING IML WITH A NEW CFIE

Francis X, Canning
Rockwell Science Center
1049 Camino Dos Rios
Thousand Oaks, CA 91360

The impedance matrix localization mecthod (IML) uses
& somewhat unusual choice of basis and testing functions in
the method of moments (McM). These basis functions
radiate very narrow beams resulting in a sparse matrix with
distinct and highly localized peaks. A synergistic
combination of IML and the combined field integral
equation is presented here. This combination makes the
i impedance matrix banded. That is, all matrix clements
greater than some distance from the diagonal (this distance
will be called the bandwidth) are approximately equal to
zero. Furthermore, within this bandwidth the great majority
of the matrix elements are also equal to zcro.

This formulaton has been discussed previously (Radio
Science, December 1993). In this paper, some of its
computationsl consequences will be explorcd. For example,
for a convex body the excitation is non zero only on the lit
side of the body. This is notably similar to high frequency
approximations such as the geometrical theory of diffraction
(GTD). The banded nature of the impedance matrix also may
be thought of as being similar to GTD. The excitation on the
lit side propagates in a local manner to the shadow side. The
word local is interpieted as meaning local within a region of
size coresponding to the bandwidth of the matrix. Because of
this locality the factorization of the impedance matrix is also
a local operation. Example: are given illustrating the
resulting computational efficiency.

In the past, the primary advantage to the combined field
integral equation (CFIE) over the clectric field integral
equation (EFIE) and the magnetic ficld integral equation
(MFIE) has been regarding the interior resonance problem.
That is, for closed perfecting conducting bodies there are
' discrate frequencies at which resonant interior modes occur.
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The MFIE and EFIE may have zero eigenvalues at such
frequencies leading to stability problems near such
frequencies. The CFIE has been proven to have no zero
cigenvalues. However, in general there are no bounds about
how far from zero the cigenvaiue must be. Many papers
have been written on choosing the combination parameter
to improve the seperation of the eigenvalue from zero.
Intuitively, the C works by decreasing the interaction of
the incident field h the interior of the body. This
decrease is very snuall; generally the interaction strength is
not even halved. The new CFIE used here decreases the
interaction by several orders of magnitude. Numerical
results are presented showing how the condition number of
the resulting matrix has been improved due to the much
weaker interaction.
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A NEW METHOD FOR EVALUATING THE GENERALIZED EXPONENTIAL
INTEGRALS ASSOCIATED WITH THIN STRAIGHT-WIRE ANTENNAS

P. L. Werner* D. H. Werner

The Pernsylvania State University The Pennsylvania State University
College of Engineering Applied Research Laboratory
DuBois, PA 15801 P.O. Box 30

State College, PA 16804

I. Introduction

The generalized exponential integral is one of the most fundamental integrals in antenna
theory and for many years exact solutions to this integral have been sought. This paper considers
an exact solution to this integral which is completely general and independent of the usual
restrictions involving the wavelength, field point distance, and dipole (segment) length, The
genenlized exponential integral has traditionally been evaluated numerically or by making certain
convenient but restrictive assumptions. The exact series representation presented in this paper
converges rapidly in the induction and near-field regions of the antenna and therefore provides an
alternative to numerical integration. It is demonstrated that, for very thin straight-wire . ntennas,
an asymptotic expansion can be used to obtain a numerically couvenient form of the generalized
exponential integral. One of the major advantages of this expansion is that it eliminates the need
to directly evaluate Bessel functions of the first kind in the computation of the series represeatation
for generalized exponential integrals.

. Theory

In this section an cxact solution to the generalized exponential integral associated with a
uniform curreat thin-wire vector potential will be introduced which is useful for computational
purposes. Suppose we have a cylindrical antenna which has a length of 2h and a diameter of 2a.

The geometry for such an antenna is illustrated in Fig. 1 of [1]. The vector potential
corresponding to this antenna may be expressed in the form [1,2]

L}
Ao - £ [16) Ke-2) & m
4% a3

where
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K(z-zh = o { = a$-9)

represents the cylindrical wize kemel, and

R’ = Jz-z' + p? + 2% - 202 cos(d " @
k=p -ja (0]
j=ya )]

The cylindrical coordinates of the source point and the field point are (3,4',2%) and (p,$,2),
respectively.

An ~xact expression for the cylindrical wire kermel (2) has recently been found {1,3]. For
thin-wire antennas, however, the kemel in (2) may be approximated by [2]

K@z-z) = —e-;: for pra ®
where
R = '(1'1’)1 + pl (7)

If a uniform current distribution of I(z") = I, is assumed in conjunction with the thin-wire
approximation of the kemel, then the vector potential (1) becomes

Alp) = %{‘i By (pb) ,p 22 ®

where

]
“JuR
Eqpizb) = [ S &' o
-a

is 2 generalized exponential integral [4,5,6].

By applying the techniques developed in [1] and [7], an exact solution to (9) may be found.

This exact solution i% represented in compact form by
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= (= | 10
EY(p.1b) = I,(p) o2 1@ sbpzb)] + X 1 apn (o zmmes) shpasy]

=1 T

where the minus sign is used when z = 0 and the plus sign is used when z < 0. The quantities
found in (10) are given by

0, zx -h
0@ ={ 1, -h<z<h an
0 zzh
a(pszh) = 2 ta(o) az)
alpzh) = 20" - o7 13)
bylp.zb) = ta (v [v.) 13
bpzt) = [v. - v\ - T+ v as)
oo YO -[zPepien- |z 16
e
Y. = j(z:h)’ogiﬂztm an
P

If the propagation constant & is complex, then the Bessel functions which are present
in (10) have coinplex arguments. This situation may arise when an antenna is immersed in a
dissipative medium. If the antenna is in free space, however, the propagation constant is real and
the Beswe] functions in (10) are real valued.

Suppose that the propagation constant k is real, then the generalized exponential integral (9)
may be separated into its real and imaginary parts. This leads to

Eg(p.zh) = Colpzh) - § So(p.zh) as)

wivere
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Clpzh) = f :‘“‘;t__k_kl &/ (19}
>

is a generalized cosine integral and
"
Skpzh) « [ HUK) 4 o)
% R
is a generalized sine integral. Exact solutions to these integrals may be readily obtained by

equating the real and imaginary parts of (18), namely (19) and (20), to the real and imaginary
parts of (10). Following this procedure results in

Cilpab) = Jykp) [a(pz)I(Z; * by(pzh)] +

- @1
+ S 1,00) 12D £ by(posh)]
r=1
and
gyl
sSpat) = ¥ LN g &p) [1, (e BTG = b, (prb) @

=1 &-1

where the plus and minus signs are used when z < 0 and z 2 0, respectively.

A useful asymptotic expansion of (9) results when the small argument approximation for
Bessel functions

1 p) - Qﬂlﬂ skp -0 @
) ¢

is substituted into (10). This yiclds an expression which is accurate for small values of kp, given
by [1]
EUpzb) - (a(pabMI(2) ¢ by(p.b)] +

.y L -
S DT 2 dkp i) a5 kp - 0

where
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a2t - (1] o
stos [ (2] - (120 - (2] (23] a0

Note that when b ~ |z| >> p (25) may be approximated by

——

¢ (kp,2,h) = 2 (l—‘zﬁ o)' _ en

and when Jz| - b >> p (26) reduces to

d,(kp,zh) = (-'5‘1 1-)' - [Eﬂ v.)r a8
2 2

For the important special case when z=0, (24) reduces to the convenient form given by

BS(p,00) - a(p, 01 + 3 - ¢ (kp,01) a5 kp - 0 @9
=1 @©a)
where
3,(p,0,b) = 2 tn(oy (0)
Zal (ke o) - (ke LY en
¢, (kp,0,h) 2[( > a,) ( 2 o
o, - YRLtpi B @2)
P

The series expansion of Eg(p,z,h) given in (24) may be expressed in terms of exponential
integrals. That is, for the case in which |z] 2 b
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A 2)enpraf e
and for |z| s h, we have
Ed(p.ub) - :[m (%) . E,(j—’;-"— -“,-] - E,(.i!,f-o)}
R R
-.E‘(j kﬂyl + E,[ij-—)} as kp -0

For the special case when z=0, (34) reduces to

ES(p.0h) ~ z[m(:‘-) . E‘(j% -:—) - E, (55‘100]]

Eo(pzh) ~ & {u[:—] * B.(i-kf v.] - B:(il‘-" "-)

where

< ek
EGO - [ £ & = -G + jSi) - 7
X

x -
si = [ L1

0 t
X
Ci(x)=7+tnx*fg—:;!-dt
5

and 7v=0.57721... is Euler's constant,
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. Resuvlts

The convergence propesties of (24) have been investigated in {1]. It was found that this
series expansion is extremely accurate for values of p< 1x10“A. This suggests that (24) would be
useful for modeling very thin straight-wire antennas, especially since many of the conventional
methads for evaluating the generalized exponential integral suffer from loss of precision when ihe
wire radius becomes too small. The number of terms in (24), including the zero-order term,
required to achieve five place accuracy in the magnitude of the generalized exponential integral as
a function of 2/ are indicated in Figure 1. The X's and the O's represent numbers which
correspond 1o values of h/A=2.5x10? and 2.5x10?, respectively. The results contained in
Figure 1 are valid for the range 0<p/\ s 1x10*.
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Figure 1. Minimum number of terms in (24), including the zero-order term, required to

achieve five place accuracy in the magnitude as a function of z/A.

105




TECHNIQUES FOR EVALUATING THE UNIFORM CURRENT
VECTOR POTENTIAL AT THE ISOLATED SINGULARIYY
OF THE CYLINDRICAL WIRE KERNEL
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Peon State Univeniity Penn State University Penn Sue University
Applied Research Laboratory Department of Electrical Engineering  College of Enginesring
P.O. Box 30 224 Electrical Engineering East DuBois, PA 15801
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I. Introductivn

The cylindrical wire kernel possesses a singularity which must be properly treated in order o
evaluate the uniform cursent vector potential. Traditionally, the singular part of the kernel is extracted
resuiting in a slowly varying function which is convenient for numerical integration. This paper provides
s0me pevw accurate and computationally efficient methods for evaluating the remaining singular integral. It
is shown that this double integral may be converted to a single integral which no longer possesses a singular
integrand and consoquently may be officiently evalusted numerically. This form of the integral is
independant of the restrictions involving wice leugth and radius which are isherent in various
approximations. Also presented is a highly convergent exact sefies representation of the integral which is
valid except in the inmediate vicinity of the singularity. Finally, a new intermediste wire approximation is
introdeced which is found to be an improvement over the cisssical thin wire approximation. It is
demonstraied that each of these methods provides extr=-cly accurate as well as efficient results for a wide
range of wire radii and tield point locations.

1I. Theory

The vectar potential associated with a cylindrical wire (segment) of length A and radius a is given
by (1]

&
2

A" [ Le)ka-zha m
4
i)

where
x ,

Ka-24 = L J'L’l'i’_';‘fd/ @

2 - R(Z-ZI,¢,)

represents the cylindrical wire kerned, in which

¢ et w—— o emm

a—r



Riz-2,¢) = Jiz-2'} + p* + 2> -2 pacoad’ @

The integrand in (2) contains a singularity which may be extracted by expressing the cylindrical wire kemel
in the form 2]

e WRa-3'45 _
K@-z% = L Linatiadledl

1
= d @
2 'R(zzoﬁ " 2 j; Rz-z',¢) ¢

For the situaticn in which the current is assumed to be uniformly distributed over the surface of the wire,
i.e. I,(z) = I,, the expression for the vector potential (1) redures to

A
1 BT Iz 1
&-.—. _II—L_¢_

9
e BRI g vy,
dz’ 5
Re-vs w4, | e

R(z~z/,¢")

N"b.-.",.

The second integral has a very slowly varying integrand and may be readily evaluated numerically, The
first integral, howev. r, posscstes a singular intcgrand when p=a, z=z' and ¢'=0. For this reason,
methods for evalu.iing integrals of the form

A
2 n 7 !
I(p.2.4) --5'— [ [ S ©®
* 7, ix R@-z'9)

1
2>

are of counsiderable interest from the computationa! standpoint, This paper will introduce and compare
several new techniques developed for evaluating integrals of the type given in (6).

If the change of vaciables § = z -z’ and § = ¢'/2 is applied to the iitegral (6) when p=a, then it
follows that

where

R(£0) = V& + 4almin’ O ®)

with E,=z— A2 and {;=2z+402.
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Interchanging the order of integration, evaluating the inner intsgral, and introducing the change of varisbles
ve(4/x) ~ | leads o

1 1+ |1+ ddeindven) 2
1(.',_,A).m(:‘.]¢_l_fb. A 4
3 2

2 -
Loty 4'1 N .}ﬁnﬁ(vq)-}

where o, =2a/t, and a,=2a/¢,. The restriction on the range of validity of (9) to positive values of z only,
i.e. z>> A/2, can be easily removed tw include negative values of z as well by making use of the ideatity
I(a,2,8)=Ka, {z] ,A), which is valid for |2} >A/2. A similar procedure can be followed for the special
case where 7 = 0, The result for this case is fourd to be

dv, z>AR o

1+ u’sin"(vﬂ){'— ]dv a0

1
1
l(a.o,A)-zu(-ﬂ)+_flm 1+

where o = a/2  Equations (9) and (10) are in a convenisnt form for application of numexical integration
techniques because their integrands are 1elatively smooth and do pot contain singularities. The form of
these intsgrals are particularly well-suited for numerical intezeation using a Gaussian quadrature technique.
One siguificant advantage offered by (9) and (10), when compared with the conventional form of / [3], is
that they do nt require the evaluation of ellitic integrals.

A usefu! approximation to / has bean derived in [4]. This approximation was found to be

I(a,2,8) = & (§,/8;) + 2 I, (az,4) , z> A2 an

where 1, it the well-known classical thin wire approximation given by {5]

2 . a?
Ly (24) = In ELL@E az)
£+ & ¢ a?

Hence, (11) may be thought of as an extended thin wire or intermediate wire approximation. Similady, it
was shown that for the important case when z = 0, the intermediate wire approximation takes *he form

I(a,0,A) = 2 tn (a/A) + 2 [, (~0,8) 13)

where

1 @,0,8) = 2 tn [—-\(—_—_—-——-‘ A ""2] ao

Za

is tie corresponding thin wire approximation.
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A power series expansion of / was derived by Butler [6] for the z = 0 casz, which converges
provided A/a > 4. This expansion iz given by

c20(8) 423 (%) ooy Go-U! 2 as
Xx,0,4) 2@.(.) 7}_‘,{(“)(2:1 1§} o [Ar , Aja> 4

A useful app, . ximation mzcy be obtained from (15) by retaining the logarithmic term and the first two terms
of the serias expansion. This leads to

. A) 42l giaf ' ae
I1(2,0,4) Zbl[.) 4[A]1 IB[A].

An exact expression fur the integral / was found in [4] which is valid for p » a or when p=2 and
|z] > A/2. This exact represeniation is

« 2

Hp.zA) = tn |2 “1] D) (-;A) [iﬁr F(p,z4) , pva an

TR BT | pra

where

* dx
F(pz4) = [ = as)

e i(l "h-rl
N e as)

b x,= /(o +a), x=ESp+a), uymyf1+x] and w1 +x]. A recurrence relation exists which
provides a computationally efficient method for calculating the integrals F, definad in (18). The form of
this recurrence reiation was found to be

1

B o= —
" (@-)

[x,(uu,)’--' - x (Y=t 4 2(n-1)F__,] , n22 (20)

where
F =(x/u) - (x,/u) en

An approximation of { mav he obtained by retaining the logarithmic term and the first two terms in the
series expansion (17). The resulting expression is
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I(p.z,4) = tn [x’ . “’]
Xty
. 22)
L en [ L3 m-)Hfa__ﬁ]A_e_( o 1% %
el 2 (o) (w W] 4 et} u
When p=a (17) reduces to
= 2
Iaz,) = u[f’—’ﬁ] 2 (Y rewn . k- on @)
Lt el
where x, = {,/2a and x, = £/2a. The corresponding expression for (22) when p=3 is given by
PO e | I L 1 e S | IR I e R | 24
Ia,zd) ~ & 11"11] - . \ll] rn [“; “l’] (24

which is primarily useful when A/az4 and /A 21.
1. Results

At the point z=0, four methods were used to evaluate the uniform current vector poteatial integral
of the isolated singularity associsted with the cylindrical wire kernel. Equation (10) was computed using a
three point Gaussian quadrature numerical integration tachaique, while (13), (14) and (16) give the
intermadiste approximation, the thin wire approximation and the three term approximation of the power
serios expamion derived by Butler [6], respectively. Plots of the relative perceat error for the various
methods versus the segment length-to-radius ratio, A/a, are shown in Figure 1. As a basis of comparison
(10) was numecically integrated to a sufficientiy high degree of accuracy. Clearly, thx intermediate
approximation and the three term Butler series have lower percent errors than the thiu wire approximation
across the eatire range of A/a. This becomes significant as A/a approaches 4 (thicker wires) where the
error associated with the thin wire approximation exceeds 1%. The three term Butler scries proves to be
oxtremely accurate and has the lowest ecror of the four methods for very thin wires (A/a 2 30). However,
the three point Gaussian quadrature and the intermediate approximation also give acceptable errors in this
range. For thicker wires, the three point Gaussian quadrature is superior and, because no assumptions were
made in modifying the integral to the form given in (10), A/a can be extended below the ratio of 4 and still
achieve very accurate results,

Whea z is not in the immediate vicinity of the singularity, the Butler series expamsion (15) is no
longer valid, but can be replaced by the three term approximstion (24) of the exact series reproseatation
defined in (23). A contour plot of the relative percent exror as 2 function of A/a and 2/A for the thres tarm
2pproximation (24) is shown in Figure 2. Also, a three point Gaussian quadrature aumetical integration of
(9) is valid as wel! as the intermediate and thin wire approximaticns of (11 and (12), respactively. Figure
3 shows a contour piot of the relative percent error associated with the three point Gaussian quadrature
approximation of (9).
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A Parallel Implementation of a Thin: Wice EFIE Code
A. Tinninwood, AM. Tyrrell, SR, Cloude!
Unlversity of York
England

Abstract - A key problem with ail CEM techniques is the increasing compuier time required for cvaluation of
clectrically large structures. in frequency domain techniques (such as the NEC code) computer time cin be proportional
to the sixth power of frequancy (for the tme domain there is & fourth order dependency). This provides a serious
Ilmiulion. which can be alleviated by using problem symmetry. hybrid methods (such as MoM and G'ID) or distributed

This paper investigates the latier as a means of solving time domain integral equation (TDIE). 1n particular
u wnll look at the implementation of a thin wire EFIE on a transputer neiwork. providing results o demonstrate the
precessing gain power available trom such a system.

Introduction

Computadonal Electromagnetics (CEM) now offers a viable alternauive 10 measurements and matheratical analysis for
solving antenna, scauering and coupling problems [1}.

Typical applications include:

® Selt and mutual impedance tor antennas,

» Antenna radiution patterns,

v Shielding effectiveness calculations for sesonant cavities with aperwres.

» Cross talk evaluation on multi-conductor ransmission lines.

» Near and far elecuic and magnetic field calculations for immunity and susceptibility studics.
» Scaltering trom solid conducting and dielecuic bodics.

Therc are two main disciplines in CEM, finite techniques such as finite clemeny, finite difference| I .ud the TLM
method(J), mnd integral equation techniques formulated from the method of moments (MoM). A complementary
approach to the formulatiun of EM probiems arises from each of these techniques. Maxwell's equations when expressed
as integrals can be manipulated to form the elecuic and magnetic ficld integral cquations (EFIE and MEIE). 1Es are
solved to find the current response on the surface of the body as a result on an cxcitation field. As they represent the
solution to & surface integral (as opposed 1o a volume integral in tinite techniques) the dimensionalily of the problem is
reduced by one. The radiated tield from the body can be caleulated from a knowledge of currents on all scgments on tha
body. An response problem can be modelled by driving one or more of the segments on the surface, An
incident tield can bc simulated by inducing currents on all segments of the budy. Radar cross scction (RCS) and
scattering problems can therefore be evalusted An additional advaniage of 1E solutivns is that radiation boundary
condilions are implicit (a problem often encountered in finite difference methuds),

Although the dimensionality of the problem has been reduced by onc the computer time and memory reguirements
restrict the size of the problem which can be modelled. In fiequency dumain techniques (such as the NEC code)
computer lime can be proportional 10 the sixth power of frequency (for the time domain there is a fourth order
dependency){l].  This limits the uss of IE technigues for cvaluation of clectrically large swuctures.  Whilst this
limitation can be slleviated by using problem symmetry or hybrid methods (such as MoM or GTD) performance
increascs can be achieved by the application of paralie) processing. This paper uses the Pucklington IE (4] 0
demonstrate how the application of parallel processing can provide laster solution “imes.

INow at IRESTE, University of Naites, France
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The finc gmin structure of finito techniques (with caly local communications), make them highly suitable for
umpletgentation oo parsllel processing netwarks. A great deal of work has beea carried out oa the imaplementation of
FDTD and TLM on multiple processocs(5.6].

The EFIE and the MFIE can be solved in both the frequeacy or time domain. Frequency domain methods result in a
dense marrix equatl preasing the i ion b all segmeats. Each solution provides information at one
wpecific frequency. Sotution in the time domain b can yiaki » broad band fre«ueacy response using  marching:
in-time method, removing the need 10 solve & dense matrix equation. Some attentiou hias givea to fast paraliel solvers
for use with frequency domain techniques(5,7]. Relatively little atteution bas boto paid 1o the parallel implementation of
tima domain integral oquations. In the tme domain the interaction between all the segments is expresved as rewarded
curents. The finite time interval between the cause and effect of ihesc can by exploited 10 aid the
implementation of TDIEs oa paralle] processors.

TDIE Techniques

This section demonstrates how the EFIE can be used 1o model a sitaple wire grid structure. Bach of the four clements
(radius r, length 1) in the muitiple array antenns (Fig. 1) is modelled using 25 segm and was driven oa the centre
scgment with 8 Gavasian pulse of magnitede 1V. Figure 2 shows the drive point cwrent of ooe anienna in the array.
This sgrocs with the results obmined by Martia et 81{6] when modelling the same problem.

z

X

Figure 1 : Problem geometry. r u 000674, 1 = 1,0m

Currend (mA)

Figure 2 : Drive point current for one element of the array
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The TDIE produces a space lite history of the currents op each segment of the wire structure. The drive point current
(Fig 2) represents a slice of this at the drive point. Using a Fourier uansform on both the current wavctorm and the
drive voltage the input impedance (Fig. 3) of the structure can be tound by complex division.

wl
-

1 15
Frequency (Hz} X 10

Figure 3 : Input impedance of the structure
' The Pockiington IE

The Pocklington IE code is a three dimensional code which can be used 1o model an arbitrary structure of wires. The
physical structure is described by the positioning of nodes and the description of the wires connecting them. This
ohviously allows the description of complex targets on which the current structure is cvaluuied as a rcsult of either an
incident field or one or more of the elements in the problem being excited. The interaction between individual clements
in the problem is evajuated “>cfore commencing the time marching slgorithm. thus the physical structure is independent
of the functionality in the ume marching algorithm.

The corrent in space and time can be approximated by
N, -
I(s'.0) = ZEIU (s'=s5,.0'~1, U (s'=s5,)V(1'=t,)
Tl =)
where [,{0,0) = [, is the current st the centre of the i-th space segment (from a tial of Ny} und where

LIs'—5i< 4, /2

Uisrms) = {55128
0, otherwise
Lir—t 158 /2

V(f’—tl)= 1 ‘I/
0,otherwise

wheie A, and ] ; are the lengths of the space segment i and time step Jj respr clively centred at s, and ¢,. The vperation

of the time marching algorithm can be explained with reference to figure 4. This shows the time history fur a single
{ straight wire, and the retarded currents necessary for cvalualion of onc space scgment. At the onsct of the algorithm ail
the currents in this array are zero and the array is filled with retarded currents oy the ajgorithm progresses.
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Space —————>

Retarded
Time

Figure 4 : Evaluation of the Current for a single space atep

This demonstrates the way in which all segmenis in the problem arc required lor the cvaluation ol a single current
clement. In the casc of multiple wires or curved wire sructures the same method is used to calculate the current,
howe: ar the indexing into the array (Fig. 4) is more complex. This indexing represenis the Umc delay between the
clement under evaluation and the retarded element, and care must be taken to cnsure thut the array is large enough to
cope with the maximum time delay.

Paralicl Processing and the Trunsputer

The computational demands of many numerical methods are often close W the limits of computer power available from
traditional serial machines [9, 10]. This demand together with a demand for increased problem sizc requiring more
memory, has prompted the use of more nuvel processing techniques. Commercial, VLSL, digital signal processing
devices provide dedicated signal processing capabilities thorough on chip shilt registers, mullipliers and accumulators.
In general these devices only support sequential programming, have awkward instruction sets (not fending themselves w
high level tanguages) and require assembly language programming to achicve good performance. An aliemative is the
use of descrete components which can be used (o construct bit sticed systems, These can be used w0 provide primitive
tunctions, such as inner product, step or more sophisticated algorithm specific functions (c.g. transversal filter). They do
however required the designer to resort to micro coding.

Despite the advent of these devices, in many applications an adequate, often real-time, response can only be achieved by
exploiting the parallelism inherent in these algorithms. Any algorithm using u sequence of processing steps in a regular,
repeated is a prime candidate for parallel implementation. 1t is therefure increasingly comunon to use networks
of pricessing cells contigured into array of vector processors, pipelines, or more complex furms such as systolic arsays or
wavefront arrays. The principle feature of these structures is the replication of processing cells 1o reflect the internal
structure of the underlying algorithin, Each cell communicates with i, neighbour(s) and it is these cummunications
which synchronise and co-ordinate the operation of the structure.  Communications are ideally kept local for high
efficicncy.

Transputers

The T414 and 1800 transputers|! 1] are powerful pin-compatible 32-bit processors, specilically designed for use when
implementing parallel architecturc's. They have four high speed scrial links supporied by internal DMA channels, two
on-chip timers and 2 or 4Kbytes of internal tast (50n8) static RAM, ay shown in figure 5. The T800, in addition to the
CPU has a floating-point unit that can handle 32 and 64-bit floating-point arithmetic. The total memory space is 4
Gigabytes on the T414/T800. The design philosophy is not, however. to have a lot of memory around a trunsputer, but a
lot of uansputers communicating through their four dedicated serial links at speeds up 10 20 MBits/S. No external
hardware is required when connecting transputers together.
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Exiernal
Memory
Figure 5 : The T400/T800 Transputer

Many of the traditional high level languages arc available to assist the programiming of the transputer together the
dedicated p language [12]. Ocesm is designed for use with a parallel system including in its definition
constructs which provide a method by which to describe & parallel algorithm. Although the paraliel algorithm discussed
in this paper was writlen using this language, there are altermatives to occamn in the form of existing high level serial
languages with functions to enable the interaction between concurrent processes. Although these languages (such as C,
C++ and FORTRAN) are not specifically designed 1o program a parallel sysiem they can be used (o write more porable
code (occam code ¢an only be used on the Transputer).

A key measure of the performance of a parallel algorithm is its efficiency which is defined as follows

T,
= x 100%
n T %Xn ¢

L
where 7} and 7, arc the exccution time on 1 and n processors respectively

This measure is affccied by the ratlo of computation to communication and suresses 10 point made above thal
communication must be minimised.

Implementation
This section shows how the TDIE cun be distributed across a number of transpulers and gives results demonstrating the
citiciency of this algorithm. The transputers arc configured as o doubly linked pipeline (Fig 6). providing an expandable

and flexible network of processors. The calculation is divided across the network by assigning cach processor a section
of the wire struciure. This processor must then calculate and store the currents on this section of the problen.

N

Figure 6 : The doubly linked pipeline.

To carry out its calculation cach processor requires retarded currents in the funu uf prcviously caleulated values from all
segmients in the problem. Most of these values will be stored on other processors und it would appear necessary to
communicate these values across the processor nielwork. However with careful algorithm design it iy possible for cach
processor in the network to carry out a calculation based upon the values stored on that processor for cach ol the other
processors. The result of this calculation is then passed along the pipeline to the relevant processor. This minimises the
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communication as now only the result of a calculation is passed a opposed to a series uf values required for that
calculation. This is best expressed graphically with reference to a single straight wirc.

Procesadr | Processor 2 Procsssor 3 Procassor 4

Eval

I for p a

Tor processor 2

for proc i

Figure 7 : The distributed calculation

Figure 7 shows haif of the calculation of the current for one space step. demonstrating how processor 3 camies out
calculations from processors 1 and 2. A similar calculation is carried out for currents 10 be passed in the other direction
but is omitted from the diagram tor clarity. Notice that during this step each processor will cvaluate the current on one
scgment, hence of four processors are used.

This algorithm running on the transputer systemn allow a scalable number of processors 10 be added to the system. As
more processors are added this increases the wotzl amount of memory and computational power available thus allowing
larger problems to be solved. Obviousiy there is a penalty incutred by implementing this algorithm as information must
still be passed across the pipeline. The effect of this s to reduce the efficiency of the algorithm, and will increase as
more processors are added to the network. This can be minimised by exploiting the lact that with careful algorithm
design the ransputer can perform cor iwation and computation in parallel.

The effect of adding processors 1o the system upon speed-up and efficiency is itlustrated in tigure 8,

Spesd-up Etticlancy

. 100 -—3

’ b % NM\WL
901

¢ .

] 0 4

44 7% 4

34 70 ¢

2¢ bt
0

14 i

v 50

1 K 3 L] L] L] 7 ] 1 2 ] 4 5 [ 1 T [ ]

Figure 8 : Specdup and efficiency of the Pocklington IE code
Conclusions
This work discussed in this paper has shown that parallel processing can be used o provide a significant improvement
in the run time of TDIE codes. Although the Pocklingior IE is 4 thin wire cude ihe same principles can be applied

surface patch IE codes. An ideal of the speed improvements involved with this implementation is given in Table 1.
These results are the execution times tor the evaluation of the probiem described in tigure | using the Pocklinglon 1E
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MORE IMPROVEMENT IN THE METHOD OF METHOD OF MOMENTS
IN THE SOLUTION OF POCKLINGTON’S AND
HALLEN’S INTEGRAL EQUATIONS

DR. F.M.EL-HEFNAWI
ELECTRONICS RESEARCH INSTITUTE
DOKKX / CRIRC / EGYPT

ABSTRACT

4 noval numerical method is piresented to sclve Pocklington's and
Halleln’s integral equations using the rxethod of moments applying extended
boundary condition and kernel exponsion.

The kernel expansion used is the well known finite Fourler cosine series
with period of 2L wheie L is the ante na lemgth. Current expansion is chosen
as entire dowain bases. The selection of the weighting functicns and inner
product domain are such that wmore simplitication is reached. Hence the
nueetrical o mutation of the impedance matrix is fairly tfast and simple.
Rasults ¢ J by this method agree with experimental and previous published
ones .

INTRODUCTION

In order to handle cowplicated problews using the aethod of moments, it
is necessary to optimize the numerical solution procedure from the point of
view of speed, cor.2rgeicsa and accuracy. This ivads to the careful study of
propeirties of the various intagral equation foraulations and the choice of the
basis and testing functions in the solution sethods amwd in the exciting firlds
50 a5 to improve the numerical efficiency of a given computation. Also
desirable are techniques which are conceptually simple to apply ( so as to
einimize the programming tise ) and which have a wide band of applicability.

pifficulties which Trequently arise in the numerical solution of an
integiral eguatior: are :

1) The first difficulty is the appearance of the derivatives outside the
vector potential integrals on the induced currents. For thin wires piroblew,
this appuars when employing Pocklington’s equation whiich is handled simply by
expanding the kerpel, curirent and employing the testing function such the
arthogonalities are achieved so as to end up with no derivative.

2) The seconv aifficulty is the calculation of integrations appearing in
the integral equatior > which are either calculated nuseirically o analytically
if e usas subdowas:: basis and point matching [1,2]. This is overcowme by
using appropriate kermel expansion functions, current expansion basis and
proper weighting functions.

) The third difficulty is type of exciting field where delta function
g2nerator s avoided since it is not in the range of the cperator of aither
Hallen's or Pocklington integral equation [3,4] . Also the type of feeding
suggested by Harvington and others [5,6] where one or more than one segeent
represents the incident field resulting in a solution which depends on the
stiructi @ segmentation. To overcome this a frill of aagnetic current is used
which represents the field in the apertuie of a coaxial fed sonopole over a
grovivad plane.,

Finally the methcod 1= demonstrated in the fullowing sections.
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FORHULATION OF THE PROBLEM

The integral equation governing the current 1(z°) on an asially svaset. 1
thin antenna o scatterer under daidlly sywdetric imcident fisld has the
folloming fore @

h
/K (z,2',R) I{(z")dz' = f(z) (1)
=-h
where using Pucklington's inteqidl eaudtion the kernel and T{z) have the foiras
~jXR
Kiz,2',R) = (k% &5y e (2)
Jz
and
=47k -
s Einc(z) £(z2) (3)
and using Hallen’s integrdl aquation the keirnel and f(z) are given as
-3kR
e
K(z,2"/,R) = S (4
and
—a 2'=z
£2)=cy cosika)- A v (2)" s “sin(k|z-z'[)de!
1 2, inc £a0
with (5)
Ry N % - 2pa cos¢ + (z-2*)* (6}

WaGh e ihe distance betwean the source point and cbservation point having
the cylindrical coordinates (a,9,2°) and (p,$,1) respectively.

This integral equation suffers fros singuiarity when both cbsarvation
point and sourca point concide. To overcoss this , extended line type boundary
condition is esployed naking use of the fact that the electric field vanishes
on the axis of the the dipole and within the dipole suirtace. Thus one may take
the obsarvation point to be an the axis of the antenna while the scurce point
to be on the surface of the antenna. Hence R will have the following Tora :

R= VYV a“+ (z-z'): (7)

TYPE OF FEEDING

Since Hallen’s and Pocklington's intagiral equations have Einc on the
right hand side ( where Einc represent the fisld of the exciting source ) a
knosledge of the source ters must be available. Tha source Einc may be a
dalta function generator ( Einc=v5(z) ) which is useful tool, but it is a
rather poorr acdel of the actual physical situation when compared with finite
acdels and presents difficulties when calculating the imaginary part of the
input impedance. This arises from the fact that the delta function geneiator
corresponds physically to two circular kpife sdges that aire separated by 1éro
distance. 3Since such adjacent edges clearly corresponds to infinite
capacitance, the current at these edges aust be infinite. Fortunately, as has
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teen shown by Wu and Xing (10). the sinqularity in lz°) nedd 230 1%
logar ithmic and of very short vang. Since it actually contributes to the
current in an escewdingly sadll and physically acaningless discance of the
ovdetis of #dgnitude of heap(-1/Ka), it aay be, in principal. be subtracted out.
The iremdining culrent ady then be related to the curvent in the actual antenna
driven in physically realizable manner. Harrimqton | 5) introduces a finate geo
when sulving oy the sethod of moments. Such source 5eaeent OF feuments aare
the calculatioh eatresely samitive to structure segmentdticn. & patrticular
dppicpriate souice i3 to use & Frill of magnetic current which represents the
electiic field distribution in the eperture of a4 codxial fad sorvpole over a
ground plame. The z-component of the welactric field on the awxis of the
acwpole resulting from such sodel is given by (10] :

v -
Einel?) = mmrar [ X{(a,z) K(b,z)] (8)
whare

~3kRy

Kis,z) = S0 (9)
’ .Ra

_Jka

K(b,z) = & f (10)

(11)
a

Ry
V a +zé,
Rb-Vb§+z§ . (12}

R -

KERKEL EXPANSION

The kermel of equation (1) is expanded in & finite Fourier seriea saking
of the fact thet 2 and z2° enter only as square tara of their difference.
nce hezz-h and hxz’x-h than let Ezz~x" yields +ZhxEx-2h. hence a cosime
ries over ths rangs £ =-2h to £ =2h is sufficient and the expansion for the
basqe points may be written as :

K(z,z',R) = K (£}

12§

8

Nl
= qrr
=z (Dq/sq)cos( ) |

q=0
r--(Q-l)l-(o-Z),...,0,...,0 {13)
whare
g, = Z%_ r (14)
and
:.2 : q/o-("l,z'.--
q
=] otherwise (15)
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Q-1
-i uJ 4 .
Dg=gK(E, )42 rfl K(Er)°°’(36£)+l((:,q)cos(q 23]

q=20,1,2,...,Q (14)

In squation (13) at the base puints highest accuracy is reached if N1 is

chosen to satisty, (7)
N1=Q (1%)
Thus the coatficients in equation (13) are calculates using least squares

scthod,
CONPUYATIONAL ALGORITHM USING THE METHOD OF MOMENTS

T solutiuh of equation (1) starta by ewpanding the curvent in entire
domain basis eaploying tiuncated odd cosine infinite Fourier series giving :
» '
' mnz 8
I(z') = L Am cos(—ﬂ;) (18)
m=1,3

Substituting the kernel of aguation (13) and (18) in eguation {1} gives :

n 2 0./e) F coscix, RAE T £(2)
W43 cos ~=} CcOS z' = T
m=1,3 ° q=0 9 9 .p TR

(1%)

whare f(z2) is forsally defined in equations (3),(5) and (8)-(12). Sinca
Erzz-1" squation (19) reduces to

" ¢ k3 h nz¢ mnz’ .
£ IA L (D, /¢ ”°°'(g'iﬁ7 s cos(i.‘;ﬁ Yeos{( Ydz
(;—)——2,3 ™ ogep 9 -h h
nZ b ne' mrz’ 0
sin(g-ﬁ;) !sin(gn—l—-)cos(—z;r)dz l
-h
(20)

for syssetiical feading thw second tera of sguation (20) containing
sin{ghz"/Zh) sin(mx1’/%n) equal tc zeroe thus eguation (20) sisplifias to :

M Q nz
f(2) « T A L (D_ /¢, )cos{Zxp) I 21
mel,3 @ qe0 & 9 mg .
where ,
7 cos 22"y cos (I2Elydzr (22
g -_;1 cos (5 .'
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Chaoosing the weighting functions as cos(@i/2h) where p is taken 45 aven
nuatei's and performing the pecessary inmer product gives

:-z'h‘fz)c"s()z’-;-z-)dz :l A ¢
i Wl < = . N D I I
~2h mll,Bm Q=0 q pq Img (23)
whaie
2h
! 1 . -2 -~z
I = = 7 cosl } cos|{ ) dz (24)
Pa T Eg Loy PTH 32'5

Equation (24) is calculated yielding

Ii’q'2h P*q

=0 otherwise (25)

harce equation (21) is siaplified in the following fors

2h M
S E(z)cos(B2)dz e 25D 5 AT (26
-2h Eﬂ; mel,3 0 TP )

where
I - 4hm sin(%)cos(ag)
T (m -p°)
p=0,2,4,...,M1

_ 7 _ _ m=1,3,5,...M (27)
Equation (27) §s substituted in equation (26) qiving ,

m ain(g'-'l)
S(PI= L AL ———pSo pe0,2,4,...,M-1 (28)
m=1,3 . (m"=-p%)
s(p) 1 fhf(z)cos(P—;—%) dz
-
2 -2n

T
8h Dpcos(E!)
P=0,2,4,...,M1 (29)

CALCULATVION OF THE SOURCE TERM

To calculate the integration in equation (24) it is necessary to specify
the type of exciting field. This is considered the resulting field in the
aperture of & coaxial fed monopole over a ground plape. Raferring to equation
(29)
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2h _—
S E(2) cosibp—) dz

will have teo foras regarding audtiond {J) and (5) which redresent the left
hand side of eguation (1) whers the I-component of the incident electric field
on the axis of the antennd is given by :

-3kR -jk
E,_ _(ca0,0m 0,2)= pn @ T - ¢ : Rb] (30)
inc't V'™ ! 2In257a) R‘ Rb

while

R = a® + 2 {31)
and

(32)

R=vV b+

Substituticn of equation (30) in the laft hand side of eguations (3) and
(5) and saploying in aquation (2} using Pocklington's integral equation gives:

S(p) = =3r’k e (2)cos (BFZ)dz (33)
2z.upco-(2§)l;2 -2 inc

and using Hallen's integral equation Qives

8
h DPCOI (

anik 2h z
- _ghlsincu) {:in(k[z-z'])dz']cos(gg:)dz}

2h
v " nz
s(p) —-—-;-————-E“) { Cl-ghcos (kl)COI(E:E)dl

P=0,2,4,...,80-1 (34

The first imtegration tera in equation (34) after few manipulations
reduces to

2h rz .
= = 4h k= = 0
wkp -éh cos(kz)cos(gh— ydz ’ %;

=2, kebki=0

k .
- sin (2kh),
(k‘-<§§>2
k ¥ ?E (35)
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The second ters in equation (34) using Aocendia reduces to

h z

4'jk = LR i r
7 _éh'inc(z).' sin(k z-z'')dz’ ccs(&:ﬁ-)dz =

o
4-5 . 2 P, .. 4N
i, ;inc\z)cos.gﬁz)m-_.th Ejnc(¥)cosl(2k+BRr2saz

2n

ni .
._gh E; o (2)cos (2K - gﬁ)z)]dz} (36)

Equations (33) and (36) for

ay gﬁ (37)

ag = (k + B | o)

ay = (k= £ (39)
have integration in tim fora,
2h

Fly,z) = -éh Einc(Z) cos (yz)dz (40)

which ueing equation (30) say be wr. cten as @

ih () (v2) v 2h "ij] .‘ijb

E, z)cos(yz)dzm —n—— J [ —_——]

.gp inc 2in(b/a) _5, " Ry K, ]
scos (yz)dz (41)

The intagration in equation (39) has been carried out in [%9] to Le :

2h .
-nV (2)
-é’h Einc(z)cos(Yz)dz = 578 [H“" (Ba)
12 oy @
where fi satisfies
22 .2 2 (43)

B =K -3
and
12 (ga) - u{? (8b) = v, (88) - ¥.(8D)

-9 (J.(3a)~ T,(Bb) k > ¥
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= 2 in in/a) P

= 21 [k, (sa)- KL (ZE)] k < 3

KES
HATRIX EQUATIONS
ubing Pocklington’s integral equation. eauation (233 utilizing eguation
{33) is wiritten in the compact satiix Toia
[5(p)]-ilpm) [Am] m=1,3,5,...,M

p=0,2,4,...,M-1 (45)
where
m sin(%)
il | (46)
pm ml-p?
using Hallen's intaqral equation let 3°(p) in wquation (34) be detined as
2h
S'{p)= 4—5-——— I E, (z)ces (3. 2)dz~-
2z,h°D Los( -2n € 4
2h 2h
/ E, (z)co:(u z)dz- J E (z)cos{a,z)dz}
-2h 2 -an in€ 3
{47)
" Then equation (34) is written in the fououinq fora
-'cl
SE) = e f cos (kz)cos (Bxf)dz
8h“D col(EI
+ 5'(p) p=20,24,.,.,M-1 (48)
Making use of equation (28) froa equation (48) ome has
M m sin (m")
s'(p) = { T A, ~ 5 :2‘
m=1,3 (n"=-p~)

+ C, — L W
1 2 n kp
8h Dpcos(E;)
p=20,2,4,...,M-1 (49)
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Hace eguation (49) is converted to the following compdact aateia foca
1= 0,2,4,.0.,M+1
[8'{p)} lzpm] [Aml P* 124, '
m=1,3,5...,M#2 {59)

whave 8”(p) i% given in equation (39).

me = -—2—-'-7——————gl )Hkp m= M+2

B°D
8 pcos(
m sxn(’l‘.;)
- otherwise (51)
(m™=p~)
and
AM’Z - Cl (52)

Solving equations (45) and (50) give [Am]. Thus the cuirent distribution
and input ademittance say be calculated using equation (18)

T (53)
Y. = I A
in m-1,3',“

RURERICAL EXAMPLE AND RESULTS

A new sathod is presentad to calculata the irput admittancs using
Pocklington®s intagral eguation and Hallen’s integral equaticon. Specific
axanple is concerned to Pocklington's integral equation as desonstration using
equation (45),(46),(33),(42) and (44). Obtained results are tabulated in
tables 3 and 2 and shown in figures 1-4.

CONCLUSION

It is concluded that the particular choice of weighting func.ions, basis
functions and the type of kermel expansion helps the integrations to be
parforeed completely anmalytic in addition that the coefficients of kernel
agAansion are calculited using the saries summation.

Also the employsd inner product is to be defined over thw extended domain
which reveals wmore orthogonalities to be achieved resulting in real matrix
slements.

Hence this sathod is wore siaple, takes less C.P.U. tise , storage, the
results are fairly convergeint and sgres withswmarisantal and othar published

results

APPENDIX
CALCULATION OF INTEGRATION

2h z
LT @) T sinllzeat az] cos (B35 az
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Let U denctes the integrdtion undeir consideration which is written

a

<0 z

v '_.2'_n [Einc(z),.’ sin(k'z-2'|)dz"'}] cOH%—ﬁ)dz
(54)
with respect to the absolute value eduation (34) is written as
2h 2
- - - 2
[ _éh[Einc(z)..szn[k(z 2'))dz') ccs(E:H)dz
(55)
carrying out the integration with resgect to 2° one has
2h
P S - 1z .
v 5 _EHlEinc(z)(l cos{2kz)) cos( ydz (56
Zh 2h
1 nz
- —én E; o (2) cos(Ezq)dz--,th inc (@)
cos (2kz) COI(E%é)dZ (57)
for
kd
a; = gﬁ (58)
wquation (57) may by written as
2h
- L
U= { -gh Einc(z) col(ulz)dz
2h
‘-ih Einc(z) cos(nzz)dz
2h
:éh E. (2) cos(naz)dz) (59)
ay = (k +ul) (60)
and
ug = (k'_cl) (61)
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Abstract- R method of moments using Bi-linear surface patches for
modeling and solving the electromagnetic scattering at low
frequencies, is presented. The Bi-~linear method of modeling a body
is discussed, and it is shown how a sub-domain surface current modes
are constructed on a body described by a the Bi-linear surface patch
method., A brief description of the computer code and che method of
upgrading common wire-grid programs to handle the Bi-linear patches
is given and finally some numerical results for some canonical
bodies are provided.
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1. INTRODUCTION

MANY COMPUTER CODES, based on the NoM (Method of Homents) Z2or determining the
eleactromagnatic scattering from bodies in the resonance regiecn have been presented
in the past two decades (l-4]. Wire grids [1], polygonal plates {2,3], or
triangular plates (4], have been used to model the body. For these models, it is
8 great effort to deline the sub-domain current woded for complex bodies.
Moreover, the geomsrtry of compucer alded designed (CAD) bodies are not usually
modeled and stored in computers using wire grids ox trisngulars.

This paper presents a nev and efficlent approach to modeling a realistic complex
structure using Bi-linear surfsce patches. The electromagnetic scattering problem
can be modeled more ¢asily and can provide more sccurate results in less computer
time. Also, the new method can be easily combined with computar ajded design (CAD)
programs to perform automatic calculations for reslistic bodies. Anothar
important feature of this methed, is that it can use common wire-grid prograns,
after a minor upgrading process.

2. BI-LINEAR PATCH THEORY

The most common way of approximating tit geomstry of a complex body in the
computer iS the use Of the Bi-linsar patch geometry {7].

The surface of the scattering body i3 divided into an assembly of Bi-linear
patches. _

The geomatry of each patch is shown in Fig 1. The coorxdinates of a point P on the
patch is given by:

P=P, +v(P,~Fy) {1-0)
vhere - - - _
w=FR+u(h=F) (1 o)
Pu=P+u(P ~P) (1-c)

From eqs. l-a,b and c it follows that:
Pe(P +u(F-P)-v)+v. 5 +ulP - F)] t1-d)

Mathematicslly speaking, rhe Bi-linear patch 1s & fin'te portion of the
hyperboloidal suxface. ~ _ .

It iy sufficient to store the coordinates of the four corners P,.E.P, and P, oniy
in order to fully describe the patch.
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Any quedrangle can be considexed as a special case of the Bi-linear patch.
However, in cases where the four corners of the patch do not lie in a plane, the
Bi-linear patch fits the surface of the scattering body more accurately than
quadrangles. ¥For this reason, and for the reasen of using sinusoidal sub-domain
current modes, relatively large patthes (up to a leading dimension of more than a
quarter of a wavelength) can be chosen when Bi-linear patches ars used.

The current mles on each patch are defined following the natural way in which the
patch ls described, considaring Fig. 1 the Bi-linear patch i3 approximated by two
sets of wires, one set 13 in the direction of the lines of constant v, and the
other in the direction of the lines of canstant u. On the wires of constant v the
current is given by:

Sin(kz)

I o — -
(2) ESI_A(H) (2-a)
where
k= %‘5 (2-b}

1 - is the wire length
A - is the wavelangth

and Z,z sre the unit viactor &nd the coordinate along the wire.

The current on the wires of constant u are wrxitten similarly.

Having defined the current elements, the mutual lmpedance of sach pair of wire
current elements can be computed efficiently (5],

In order to demonstrate how the surface of the scattexing body is divided into Bi-
linear patches and how the sub domain current modes are defined, consider the
surtface in Fig 2-a which i{s a portion of a cylinder.

Tirst the surface is cut from the top to the bottom into slices which can have a
leading dimension of up to 0.25A.

Then esch slice is divided into segments which sgsin, can ba up to 0.25A long as
shown,

The corners af the patches thus obtained form the matrix of Fig 2-b which
dezcribes the surfaca accurately.

The appropriate sub-domain current pouss which dejcribe the currents in the two
major directions are consequently defined on the surface patches. An example of
the first current mode in tha axial direcrion is shown in Fig. 2-c. Thea surtace
current mode of ¥ig 2<c iz approximated by a finite number of dipoles with the
currant distribution of che form describ'd by Eq.2. Thaese current modes can Lé
considered as the generalization of the modes used by Newman in the case of
polygonal patchaes ([6].

The other current modas in both major directions (axial and circumfrencial) aze
suwnarized in Table 1 which ldentifies the current modes by their 3 creating lines
{one for the maximum of the zina and twe zero lines as shown in Fig. 2-c), every
line segment is identified by the two points which it connects.

136




second null A ximam tixat null #2ode number
line line line
9 - 10 5 =~ & 1l - 2 1
10 - 11 6 - 1 2 - 3 2
11 - 12 7 -8 3 - 4 3
3 -1 2 - & 1 - 5 A
4 - 8 3 -7 2 - 6 $
7 - 11 6 - 10 5 ~ 8 [
g - 12 7~ 11 5 = 10 7

Table 1. Curzent modes on the cylindrical suzface of Fig.2.

Any complex surface can be divided into Bi-linear pstches similazly.

For intersecting
constructed separately for eawn surface

surfaces such as those of Tig.

current modas must be added in both major directions.

in Fig. 3 it is shown how the overlapping curczent modes for one current direction
srs defined beatween the surfaces, in addition to the regular current modes. These

current modes are sumwnarized in Table 2.

the <urrent modes
(matrix} and an appropriate overlapping

sacond null maximum line first null mode number
line line

7 - 8 S - [ 1 = 2 1

8 - 9 4 - h] 2 - 3 2

10 - 11 5 - 6 i - 2 3

11 - 12 4 - 5 2 - 3 4

Tabla 2. Overlapping current modes for one cur-sat direction.

This procedure can be manual, for few intersecting parts, or automatic for larger
numbers of intersecting par®s.

3. THE COMPUTER CODE
This section gives a short description of the computer code and the upgrading
process.
The upgrading procesy is made a3 follovs:
The computer code xeceives tha matrix of the geomstrical coordinates of the body,
the user has to assure thar the points are not too far apart (maximum distance of
0.25A betwsen the points). This is easily psrformed by the computer codes dealing
with the planning of the body &s mentioned earlisrc.
Consequently, the current modes are defined as described above.
The impedance matrix of surface/surface dipoles {3 computes by numarical
intagration using the regular impedance elements subroutine which computes the
wire/wire mutusl impedance, Every sir “ls matrix <lemant i3 calculated as the sum
of about 64 small m: ~ix slements of . -“/wire typa. The wire/wire type impedance
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elements are easily computed (5,10],

The excitation vector is computed also by numwerical integration using tha reqular
wire excitation subroutine. Afterwvards, the wusual matrix solution and RCS
computation can be calculated by the rsgular program.

At pressnt, tha program can deal with perfectly conducting bodiea or bodies thac
have some surfaces which are perfectly conducting and some surfaces which are thin
dielectric layers, (kt<0.01 k~wavae vector, t=patch thickness).

in the case of dlelactric patches the impgdancey matrix has the added
contzribution of (8]:

Az =def[] s ds (3-a)
T
| n= J'E-' (3-b)
i ) [ 4
i . y-jme—.r. {3-c)

Where t - the thickness of the dislectric material.

Jmedn = are the sub domain basis curzent modes.
i The integration i3 on the overlapping area between the two modes (if it exists).
: A more general code is nuv under final stages of development which deals with
H dialectic materials with width of up to 0.1A , and coated bodies, using the mathod
' described in [12).

The coda provides & useful enginesring tool for computing the RCS of the body
I very accurately and easily, using a standard geometrical description of the body.

4. NUMERICAL RESULTS

In this section some numerical resuits are presanted, which show how the Bi-linear
patch sagmentation can be easily applied to complex bodies.

Flg. 4. shows i sphere whoss radius is U.46A. The geometry of the sphers 1s ;
represented by the Bi-linear patch method.

The bistatic RCS of this sphere was calculated for two cases. In the first case,
the L{llumination was from the digection of the positive z axis which la normal to
the small opening caused by the modeling. In the second case, tha illumination was
from the positive x axis dizectiva. The polarity was as shown in Fig.4 . The
computed result{ are compared to analytical results of Ruck (9] and appear in Fig.
H 5. it can Dé sesn that ths computed results are accurata, but depend slightly
upon the method by which the body is approximated.

rig. 6-b ahows a Bi-linear surface patch.

The surface was made by twisting an original flat plate of 2,19*1.25 wavelangths
in dimension, which lied in the y=x plana (Fig ¢-a). The line segmant between
points 1-2 was twisted to lie along the x axis, and the line segmant between
points 3-4 was twisted to lie along the y axis.

Both surfaces (the flat plate aad twisted pl ) ware computed and wvere measuced
in the IAl radar range. The flat plate was used as a reference. The measursd
results (VV polarization) sppesr in Fig. 7. The computed x#sults appear in Fig. 6.
It can be seen, that ths agreemsnt between calculated results and measuraments is
very guod.

S L
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Fig. 4: A spherc geometry.
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Fig. 6: Platc and twisted platc geometry.
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UTILIZING STRUCTURE SYMMETRY IN REDUCING THE CPU TIME
FOR COMPUTING THE MOMENT METHOD [Z] MATRIX ELEMENTS

Zeyad O, Al-Hekail
Electrical Engincering Department, King Saud University
PO Box 800, Riyadh 11421, Saudi Arabia

L Introduction

Method of moments (MM) is often used to accurately compute the radiated or scattered
fields from simplc or complex structures. However, huge computer memory is required when
utilizing it 10 solve electrically large structures. Even if the memory requirements are satisfied by the
available computers, the noeded CPU time is oficn very long and in many cases unjustified.

In some problems, such as scattering from plate structures, it was noted that the main portion
of the CPU timc is consumed in the process of computing the {Z] matrix clements. The rest of the
CPU time is for inverting the matrix and computing the fields. The matrix inversion share of the: total
CPU tme increascs with the increase of the number of matrix clements, and can become the main
share for relatively large problems. That depends on the nature of the moment method code and the
way it computes the matrix clemcats as well as on the computer vectorization capabilities.

The CPU time required for computing the /2] matrix can be dramatically reduced by utilizing
the possible sy Y in the problem. Such symmeiry may not be very obvious, but it is not always
difficult to observe. In this paper, a technique which is used to reduce the required CPU tisme for
computing the [Z] matrix clements is explained. This technique utilizes the possible symmetry in the
poblem. An example involving MM computation of the scattered fields from a large triangular
dihedral using the ESP4 code [1] is worked out in detail with CPU time reduction of about 75%.
Some notes are also given on the use of this code for solving plate modeled structures,

% Triangular dihedral

Figure 1 shows a triangular dihedral consisting of two triangular plaics. The plates are such
that Ljm2m, L= Im and y=90". The back or bistatic scattering from such a structure is an
interesting probiem that involves d: Terent scattering mechanisms and has been investigaxd in several
studies [2,3,4,5,6]. The need for accuralely analyzing the scatwered fields from dihedral structures
ariscs in scveral situations; for example, when using the dihedral as a calibration targe! in scatering
measurements or when a reference solution is needed for checking another method's resuit

For reasuns 10 be clarified Later, let us usc a 4-plac model for the dihedral, such as shown in
Figure 2(a). Also, let us use the ESP4 code, which is a MM code, to solve for the scattered ficlds
from the dihcdral. The code solves for the cuments induced on the dibedral surface by an incident
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L -2

Dihedral
(a) Top View (b) Front View

Figure 1: Triangular dihedral.

cloctromagnetic ficld, say a plane wave. The scattered fields are then computed using radiation
integrals. This code uses the Electric Ficld Integral Equation to relate the unknown induced currents
to the incident fields. The unknown cuments are expanded in tenms of N surface paich modes that
cover cach plate such as shown in Figure 2(b). In Figure 2(b), the platc is divided (segmented) into a
set of quadrilateral surface patches.  The cunrent modes have a piccewise sinusoidal function that
covers two patches. That is inlicated in the figure by placing arrows (which represent modes) such
that every amrow covers two patches, i.c., the paiches covered by that mode. Ovedapping modes
that cover the junction between any twe plates are also included in the expanzion of the unknown
currents such a5 shiown in Figurc 2(c). That leaves us with the following unknown current vectors
(000, 0 L L) and [1,] that corresponds to the curments on the plates in the way
shown in Figure 2(d). Then, by enfarcing the Electric Field Integral Equation for ¥ lncarly
indecpendent test modes, onc obtains an NXN simultaneous linear equations, which can be writen as

2=V

where [Z] is the NXN impedance mauix, V is the voltage vector with length N, 1 is the unknown
current voctor with kength N. These linear equations can then be solved for the unknown currents,

The impedance matrix is the main coicem of this paper and can be written as shown in
Figure 3. The element Z,,., of [Z] is called the mutual impedance between the current modes m and a1,
Computing the elements of such a maix invoives many conmguitations and can consume 8 long CPU
ume. This, however, can be reduced by utilizing the symumetry of the structure under consideration,
For cxampie, one can say thut Z_, = £ Z,; if mode m is identical to mode k and mode 7 is ientical to
maode { and the relative position of mode k to mode [ is the same as that of mode m to mode . The &
sign is to accommodate for differences in the dirtctions of the assumed reference currents.
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(b) Current modes on a plate

Plale #3| Plaic #2

(a) 4-plate model for the dihedral

(¢} Overlapping current mudes (d) Unknown currents aangements
between two plates

Figure 2: 4-platc model and current arrangements for the wiangular dihedral

The [Z] mauix of the triangular dihedral problem can be defined by blocks such as those
shiown in Figure 3. Block (1/1) (the upper leti) contains the mutual impedances between the current
modes of the first plate. Block (1/2) contains the mutual impedances bctween the current modes of
platc #1 and the current modes of plate #2. Likewise, block (Ly/L,) contains the mutunl impedances
between the first overiapping current modes. Block (L,/1) containg the mutual impedances between
the first overiapping current modes and the first plate current modes. Every block is labelod with a
capital letter { A,B,C,....). Only blocks Jabelesd with an underlined bold letter need to be compated.
‘The other blocks can then be filled according to the labels. For example, block (2/1) is labeled with
“B" that means that the clements of block (2/1) ere identical to block (1/2) elements. Also, the
clements of bluck (Ly/4) arc oqual to () the elements of block (L,/1). The relations of Figure 3 are
cvident from the symmen y of the problem. For example, blocks (1/1), (2/2), (3/3) and (4/4) mie the
same because plates 1,2,3 and 4 arc identical and have identical segmentation. Alsg, block (2/3) is
the same as block (1/4) because plate 2 current modes arc identical to plate 1 current modes, plate 3
current modes are identical to plate 4 curent modes, and the locations of plate 2 modes relative to
plate 3 modes arc the same as the locations of piate 1 modes reli. /e to piate 4 modes. Likcwisc,
block (Ly/4) elements equal to the negative of (Ly/1) clements. That is because Ly modes arc
identical o L, modes, plaic 4 modes are identical to platc 1 modes and the locations of Ly modes
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Figure 3: The impedance matrix [Z].

relative to platz 4 modes are the same as the locations of L, modes relative to plate 1 modes. The
only difference between the two cases is the reference current direction. L.y modes reference current
is flowing owt of plae 1 while L4 modes reference current is flowing into plate 4, leading to the (-)
sign in the above relation. Note that, in general, the above [Z] matrix is not symmetric. Itis
symmetric if the test modes used in enforcing the integral equation are the same as the expansion
modes (1]. So, tie relation Z,.:=Z, only holds when modes m and a are identical,

One can sec that this technique can save about 75% of the CPU time required for computing
the [Z] matrix elements. Figure 4 shows the CPU time required to compute the [Z] matrix elements
versus frequency, with and without using symmetry, The figure should be viewed as if it shows only
a relative tme, sincc it gremily depends on thc mechine and ite compiler and vectorization
capabilities. But, for the sake of an example, on a CRAY YMP computer, the CPU time reeded to
computs a 264X264 matrix was 68 seconds. The use of the symmetry mentioned above reduced that
time t0 17.1 seconds. A 1680X1680 matrix computation consumcd about 650 seconds on the same
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computer, using symmety. Without using symmetry that time would have been about 2600 seconds.
Far reference, the CPU time o invert this matrix and to compute the radiated fields was about 100
seconds. Note that this latter time is relatively short bocause of the available vectorization on the
CRAY computer. On 2 nou vector computer, the matrix inversion ime would be more than the
computation time for such a large matrix. For the interested reader, Figure 5 shows the X-Z plane,
8-Polarized back scattered field from the dihedral at 1GHz.

6000 )
5000 {— SR
P
"
& 3000 (- :
gm_ A
1000 |~ ..-. -
o L
0 100

Figure 4: The CPU time required to compute the [Z] matrix elements versus frequency with and
without using symmetry. The dihedral dimensions are Ly =2m, Ly= lmand y =90".
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Figure 5: 6-Polarized backscattered ficld from the dihedral at 1GHz, X-Z plane,

146




Maodeli i (ation |
The ESP4 code utilizes onc method for plate segmentation, such as shown in Figure 2(b).
Such a method is general and does not take adt .ntage of the nature of the piate that needs to be
segmiented. That results in an incfficient scgmentativii of the plates, i.e., more unknown current
modes, and hence requires more computer memory, when compared to other possible segmentation
methods, In fact, the above 4-plate model for the triangular dihedral results in fewer modes than a
2-plate model, using the default ESP4 segmentation method (routine) in both cases. This is because
of the general nature of the segmentation routine, Using a 10-plate model for the dibedral, such as
the onc shown in Figure 6(g), results in an even fewer unknown current modes. A better approach is
to “custom rmake" a segmentation routine for the problem under consideration. For example, one
can segment the dihodral plates as shown in Figure 6(b). Such a scgmentation approach results in
about & minimum pumber of unknown cumrent modes. But, one needs to make sure that such
segmentation methods produce convergent results before the resulting solution can be trusted.

Figure 7 shows ihe number of unknown dihedral current modes versus frequency for the
above mentioned four segmentation metnods. In all cases the maximum segment width is .2
wavelength. One can sce that the 4-plate model results in a smaller number of modes when compared
with the 2-platc model. Note that unlike the 2-plate model, the 4-plate model parmits an efficient
use of the structure symmewry, which is the reason behind choosing the 4-plate model at the
beginning oi this section. The 10-plate model requires less computer memory and CPU time when
compared to the 4-plate - del. However, utilizing the structure symmenry in the 10-plate model is
more complicated. The custom made segmentation with the 4-plate model results in the smallest
number of unknown current modes, comparcd to the other 3 models, and hence the minimum
required computer memory and CPU time.

6|1
7 2
0] 5
8 3
94
@ (b)

Figure 6: a) 10-platc model for the triangular dibedral. b) Custom segmentation for the triangu’
plate.
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Figure 7: Number of current modes versus frequency for 2-plate, 4-plate and 10-plate models for
the wiangular dihodral with the ESP4 code scgmentation, as shown in Figure 2(b). Also
shown in the figwe is the number of current modes for the 4-plate model with custom
segmentation, as shown in Figure 6(b). In all cases the maximum segment width is .2
wavelength,

3. Conclusions

A technique that can save about 75% of the CPU time required for computing the MM [Z]
natrix elements is described. This “chnique utilizes the structure symmetry that exists in the
problem. It requires extra work and specific treatment for every new problem, However, accurate
solutions to some problems are always desired, especially in the absence of measurement results.
Lack of measurcment's facility or the unacceptable cost or tire required for building measurement's
model(s) can make this tcchnique's extra work justifiable for several interesting problems. Also, the
process of uilizing the symmetry in the problem can be simplified or built in the moment mettiod
codes, leavir.g the user with minimum work to do.

I was noted that te [Z] matrix size depends on the method used for segmenting the plates
making e structure under consideration. Designiiig a specific segmentation routine may result in a
reduced number of unknowns and hence less memory and CPU time requirements. The structure
symmetry may be further utilized to reduce the number of unknowns. This can be achieved by
tealizing that scverl symmetrical unknown current mode amplitudes are equal. One can use this
infarmagion in wiving the Locar equations, 10 reduce CPU time, or in reducing the number of
unknowns ir. the problem, o reduce memory requirements.
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NUMERICAL-ANALYTICAL ALGORITHMS BASED ON
DUAL SERIES EQUATIONS TECHNIQUE

Yury TUCHKIN, Vladimir VEREMEY, Yury SVISCHOV and Valentin DUDKA

Institute for Radiophysics & Electronics Ukrainian Academy of Sciences,
12 ac Proskura st. Kharkov, 310085 Ukraine

ADBSTRACT, The Dual Serizs Equation Technique (DSET) is applied to aualyzing
cylindrical and spherical reflector antennae and to calculation of the radar cross-sections of
cavity-backed aperture structures. It was proved ths.c the method is a rigorous one and may
serve as effective tool in refiector antenna design nd in the analysis of near and far fields
scattered from the canonical cavity-backed apertires formed by alotted circular cylinders or
by spheres with a circular hole.

It is shown that the obtained numerical DSET codes can be used both in a resonance
wave band and in a shortwave band (more than 100 wavelengths in the aperture). A con-
siderable advaniage of the suggested approach is that the method allows to obtain results
with any prespecified accuracy and that is why DSET codes can be used as a criterion of
the correctuess of the results obtained by the approximate methods (Such as Method of
Moments, Finite Differences Method, Finite Elements Method and others). Characteristics
of the autennae formed by one or two circular cylindrical reflectors or by the spherical ones
with an additional axial reflector have been calculated and numerical results are presented.
The cases of a line magnetic or electrical current excitation of cylindrical antennae and of a
monopale source excitation of the spherical antennae are considered. A numerical analysis
of radar cross-section of structures formed by a finite number of circular cylinders with lon-
gitudinal axial slots is proposed. The influence of the "interaction” between cavity-backed
apertures on the scattering characteristics of the structures is discussed.

1. Well known approximate methods for solving the diffraction wave problem on a
conductive reflector is effective and rather simple but it is impossible to estimete the accuracy
of solutions thus obtained by means of these methods.

The widely used direct numerical methods (MM,FD,FE) results in systems of linear
equations of the first kind with ill-conditioned matrices; the application of these methods
leads to incorrect results when scatterers wavedimensions are considerable.

A method of investigating cylindrical (two-dimensional) antennae with the reflectors of
circular or arbitrary cross-sections or spherical antennae (the scalar case) was proposed in
{1-9]. The main peculiarity of the suggested method is the reduction of the problem to a
linear algebraic equations system of the second kind, i.e. to ar equation in I, which has a
form (I + H)z = b ,where I is ar identical matrix operator and H = {Anm} is 2 compact
matrix operator in I; , = and b are vectors in I . As a matter of fact, in all considered cases
the stronger feature of H is valid:

o

Y3 @+ imDlhmalt < o0 (1)

n=-—oom=-—od

The procedure of singling out the operator part and then the analytical inversion of
this part for obtaining the system of the second kind is rather complicated. This complexity
requires from the investigator a higher qualification in numerical methods for using the
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MOMENT METHOD ANALYSIS OF NON-ORTHOGONAL WAVEGUIDE TO WAVEGUIDE
COUPLING THROUGH SL.OT

S.CHRISTOPHER, A.K.SINGH AND K.U.LIMAYE
Elecotronios and Radar Development Establ ishment
Bangelore—580 093, India

Abstract- A detailed analysis of finite wall thickness
non~orthogonal rectangular waveguide to waveguide coupling through
centered inolined slot is carried oul. Pertinent integrel eguations
for slot elactric field are solved using the method of moments. Slat
acattering parameters are then deduced; including slot resonant
length and equivalent series impedanve. A spacial case of numerioal
rosults for resonant length and scattering parsseters are oompared
with rcesults available in the literature. The suslysis pressnted in
this papoer has signifioant application in the deaign of feeder
network for plupar mlotted array of complex gecmetries.

L. INTRODUCTION

In the dosign of Ligh performance slotted arrays, two
structures are commonly used Lo feed the power (1]. In the first
case, oach waveguide with radiating slots in one of its broad walis
is short-circuited at one end, at an appropriate point beyond its
lnst miot, wnd fed from the other end. In second method, the branch-
line waveguides (vontaining radiating alots) are short-circuited at
both the ends and an additional waveguide (oalled mainline
waveoguide) underneath the branchline waveguide im used to feed the
radjaling slots via coupling slots situated in the common wall at
the junotion of mainline and branchline waveguides. Since wmost of
the slotted array designers use & center fed design as a broad
banding technique (2], the second oonfiguration is a prefersble
choice. Also, depending on the array geometry and space constrainte,
the sainline may or may not be perpendicular to the hranchline.
Although, there has besn a signifiocant thecretical and experimental
attack on crossed orthogonal waveguide slot coupler [3-7], no
literature is available, to the best of our knowledfe, for the case
where branchline and msinline waveguides are not perpendicular. In
this paper, sn attempt has been nade to anmlyse non-orthogonal
waveguide to waveguide slot coupler. The procedure begins with the
deveiop t of funddmeiitet intsgral equations using Schelkunoff’'s
equivalence principle, dyadic Green's funclion formuisations in
mainline, branchline and cavity regions, and appropriste boundary
conditions. Since the feeding waveguide generaliy adopts resonant
slot to couple power to branchline waveguides, eoffort has been
nade to caiculate the resonant length socurately. The computer code
deveioped employs integral equation formulation of the problem that
iz smolved by the method of mowents. in the present case, contrary
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to earliar resonanoe oonditions, a wmore appropriate resonaunce
condition has besen adopted to ocalculats resonant length and other
scattering parameters.

The mvment method code developed, computes various coupling
slot cobaracteristios; which include, =lot resonant length,
backsoattered and forward scattered wave amplitude and phase
variation, and ocoupling. o s range of values of wmainline and
branchline 'a’ and 'b’ dimeusions, wali thickness, slot tilt angle,
angle between mainline and branchiine waveguides, wlot width and
frequenoy. The validity of the ocode developad is established by
comparing it for a apecial case where mainline becomes perpendicular
to branchlime agoinsti published resuits in the literature.

II. FORMULATION OF THE PROBLEM

The geometry of the wnonorthogonal waveguide coupler under
investigation is depicted in Fig 1.1. It consists of two cir filled
rectanguiar wavejuides namely mainline and branchline waveguides
crossing each other at angle e, of cross-sections (m,xb )} and
(ayxby,) respectively. The branchline waveguide is coupled to
ssinline waveguide by a ocentered inclined rectaanguiar slot of
dimensions (2ilxwxt) cut in the common wall between mainline wsnd
branohl ine.

Upon invooation of Schelknuoff's equivalsnoce principle
the do» »f the problem of interest im divided into three regions
T madai aveguide interior; the branchline waveguide interior amd

a rectanguiar cavily of dimension (2lxwxt) dosignated as regions 1.
III, II respectively as shown in Fig(1.2). In this problem, only the
transverse component of slot field exists across slot and this in
equivalent to a longitudinal magnetic ourrent. For the purposs of
solving the problem, the siot end facing the mminline waveguide mide
y=b and ynb+T are covéred with perfectly oconducting sheets gllood
over gup and magnetic current shests (lmé. —sz) aod (—Km;. lmc).
IXX. FORNULATION OF THE INTEGRAL EQUATIONS

In derivation of the integral equations, we impose the
continuity of tangentiai component magnetic [fields across oach
apertures namely y=b and y=b+T, These equations are

B.(p,) = nc(p‘*) (1.a)

H.(P,) = H
R

Hereo P,— and P,’ have the same co-ordinates in the lower slot
aperture. The subscript (-) refers to “just inside” the ocavity.
Similarly P; and P, are points "just inside” the cavity and " jumt
inside” the branch waveguide interior respectively. Above equatijons
can be rewritten as

< _ g¥eot inc

n(l l(‘ = ﬂ(l (2.a)

) (1.b)
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mcal_ _c

H(z H(z =0 (2.b)

Here

i) IE"“ is the longitudini]l mugnetic field in the lower slot
1

aperture due to a TE,, mode source incident at port #! of mainline
waveguide and is given by

Tnec

A
HC - A,OQ"J%°'[J ool(gib cond,,, °(ﬁ;;;) lin(Ei) sing,, (3.a)

where A,, represents amplitude of incident dominant mode.
t
i) n;“‘ is the longitudinal magunetic field in the aperture region

'l
of main waveguide interior scattered by slot due to -lgnetio‘ourront
Im( and it can be expressed in terma of integral invoiving sz and

corresponding Stevenson's Green function as

seal moat »ine 1
Iic. -[[ [-inom. colom] [ G' ] ms 1k ds’ (3.b)
1 cos®, mL
8y
where 6,, is thcﬂtllot tilt with the 2z-axis of the wmainline

waveguide and G:c ia the dyadic Green’s functions {81}

Ciii) ﬂ(oil the lower aperture fiel!d iIin the oavity due to the
1

sagnetic ~urrent sheets -lmzlnd _‘“Z i.e

HE = ” G: [—me] ds’+ ” 6o [—;mg ] ds’ (3.0)
T i 14 s
1 ]
where S, is the oxterior slot aperture area G: and G: are
oavity region Green's functions [3]. ¢ 3

(iv) H(= is the upper aperture cavity magnetic field in the oavity
due to the magnetic currents - ng and - sz i.e

c .
< 1 . < 2 N
H( o ” Ocp e “ G':cxmc - oo
z ., =,
(v) H‘cm is the field in the aperture region of branch waveguide

2
interior scattered by mliot due to magnetic currenmnt flmz. i.e.,
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where &, is the slot tilt with the Z-axis of branchline waveguide.

Iv. METHOD OF MOMENT SOLUTION OF INTEGRAL EQUATIUNS

The set of integral equations (2.a8b ) have been solved by th
wethod of wmomenis using Galerkin's wethod of testing (8). In thi
wethod basis funotions are used for testing integral equatiouns. Ber
lm( aod ‘m( are expressed in terms of entire domain basisz function

and unknown weighting coefficionts. The basis funciion shoul
satisf{y the sume boundary conditions as satisfied by the wagneti

ourrent sources; in ordsr to converge magnetic currnnt
expansion-sories. Thus it has been assused that

x,‘,,(«.() -q:_:’: Aq min [qu({+1)/(21)) (.0

K (2.0 = 2} By min lan(Ce1)/c21)) “4.0)

The distribution of lm; and sz across the siot is assumed to

be cosntant (that is taken as unity for fonveniencg in analysis)
Substitution of theme expunsions of Im( and l“f into integra

oquations (2) results in equations with 2N unknwown ocoafficient
lAq. By a = 1,2,9,....8}). The continuity aquations (2) wshould b
satisfied at each and every point on corresponding apertures. If om
aitempts to do so there will be infinite nusber of equations fo
only 2N unknowna. Therefore these continuity equations are testes
in average sense over the slot uperture by using basis functions a
testing functions. Ve obtain 2N simultaneous egquations by choosing
different velues of p fros 1 through N. These equations oan b
collectively wriltten in the following matrix form.

o] D] T [ 1 T] 1]

——— (5)

| fd B 1] ] = L]

[ 4

¥here all blook watrices Y, .Y, Yz .Yzz are NiN square
matrices and A, B are column vectors containing the N coefficients
of sagnetic currenta ch and lm( respoctively. I im alsc a column

vector resulting from TEI0 wode souirce ters in (3.a).
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A typical element in [Y“] is,

main cavily
Yu rq - Yii pa 11 pa (6.a)
ain ailn atn
Y:l Pq * ert pqx * Y':i pqz (6.b)
oL
»T scatl scat
YA":‘.;qqu- sin T(( * L]JJ["“zeml Gux *+ wine,, cose, .G, ]
==L =,
qn . e
min ﬁ-(( + L)dr df &« (7.a)
L pn scat scat
Y‘:“;:z = J. win —- €+ L].”[line,“ cose_ ., G, *+ cos’e, G“]
[=-L a, -
qn . . ’
sin (0 + L)t o7 dC (7.0
avily N e ¢ an '
Y:’ . = I sin — (( - L)Jj G- sin (C + L]
oo . a
ar d df (8.a)
A typical element in Y’z matrix is,
cavity - pn ° an '
Yﬂpq ’J'in'—ﬁf— (g +1) ”Gc linT([ + 1)
. {C
{ =1
az df o (8.b)

A typical element in sz matris is,
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Y cavily - — Y cavyly )
21 pq 12 pg

A typiocal element in Yzz matrix is,

branch covit
Y =Y L Y

(10.a)
2Z pq 22 pq 22 pq
here,
h b, - b
Y :;cnc = -y main b - b (10.b)
Pq 11 pa | 8y ay
Oms = Gy
cavity cavity
- 10.
Yazpa * 7 Yicpq (10.<)

A typical element of source matrix in source matrix [ 1 ] is,

12
= i+ Ip (1.a)
+L
|; = oo.GJ lin[—g%-(( + L)] J co-[—?—] o_Jﬁxoz ar (1.b)
{a-L
‘L
- _
|: = -inOJ. ltn[%{—(( . L)][ n:: ] -in[_’:!—] e Jﬂzdc (a1.o)
{=-L

Onco the [ Y] and [ 1 ] matrices are known, [A] ana [ B ]
can be obtained by solving matrix equation (5).
V. NUMERICAL RESULTS AND DISCUSSIONS

The slot length at which the power coupled from main waveguide
to branch waveguide is maximus can bo omlied as a resonant length.
For compound radiating and coupling wiots, resonance has bheen
defined by the condition wherein the scattered wave (C,,) is out of
phase with incident TE,, wave (3}). A second definition of resonance
is based on the condition wherein the back scattored wave (B,,) ias
out of phase with incident TE,, wave. But the rescnant Jength based
on the above two definitions differs wsignifiocantly and wsaximus
coupling ocours for & slot length botween tke two resonant )engths
13]. This leads to an ambiguity in getting the exact resonant length
for maxisum coupling. Hence there is a need to ocalculate this
pavamoter to a great accurscy because of its sensitivity in momant
method solution . To avoid the ambiguity, a now wothod based on the
condition thal siot wmagnetic current is purely real, has been
adoptad to calcuilmte the resonant longth and subsequently other
scattering parameters. The resonant length, aperture electric field
magnitude, and forward and backscattored wave szmplitudes are

dependent on the magnitude of &, &, and & ..
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Since no rosult has beoon reported for the non-orthogonai
waveguide slot coupler in the open literature, the validity of
moment method code developed has been checked for a epecial case
when &,, becomes 30 . Cowputed values of resonant length (21 _,.) and
|Syy] mare in good agreement with previously reported values {4i. The
resulta are shown in table-I.

. TABLE-IX

2] 21, lref 4] 21,,, {S4,1 Irer &) B
15: 0.655" 0.6555° 0.088 0.088
207 0.657" 0.6579" 0.181 0.161
3o® 0.862" 0.6616" 0.299 0.298
as 0.865" 0.6649" 0.387 0.367

( w=0.9", b=0.2", w=0.0626", 120.01", 6,,=90°, 1=9.17 GHz)

VI. CONCLUSION

For a pilansr non-resmonant slot arrays with complex
goometry such as ellipse, a now type of foeeding arrangement has been
investigetled. Integral equations have been developed for
non-ortogonal waveguide slot coupler, including the effect of
waveguido wall thickness, and they have beoen saived by the mothod of
moments. Numerical results for a special oase has been validated
with the available resuits in the literature.
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An O(nlog?n) Iterative Method for
Solving Dense Linear Systems.

Serge Kharchenko, Paul Kolensnikov,
Eugeune Tyrtyshnikuv, Alex Yeremin
Russinn Academy of Sciences
Elegont Mathematics, Iuc,
Michael A. Heroux, Qas'm Sheikh}
Cray Research, Inc.

Abstract

It is well-known that the computational bottleneck in using bound-
ary integral methods is typically the solution, via LU decomposition,
of dense linear systems Az = b. This is especially true as the prob-
lem dimension grows large since the the arithmetic complexity of LU
decomposition is O(n*), vwhich is an order of maguitude greater than
any other phase of the corputation. In previous papers we have pre-
sented iterative motkods with O(n?) computational complexity for
solving linear systems of equations arising from application of bound-
ary integral techniques to industrial cluss problems. These methods
construct a block diagonally perturbed sparse preconditioner from the
given matrix and use a stablized version of block GMRES method to
solve the livear system. However, these imethods still require O(n?)
memory locations to store the dense matrix. For dense linear system:
of sizes close to 10000C and more the disk space needed 1o store su
matrices becomes unrealistic for todays storage technologies.

In this paper we present results from 1 class of iterative method
for wolving dense linear systems that have L !nlog? 1) computational

*Corresyonding  Author:
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aad I/0 complexity and peed O(n) memory locations. We use sin-
gular value decoupositions of subblocks of A to create a block low
rank approximation 4. The memory requirements to store A sud the
computaiional complexity of computing Az are significantly less than
the storage aud computational requiremc. *s for A. These low rank
approximations are computed after & cert.  gangster projecior is ap-
plied to the matrix. This process ansures that the approximation is
noasingular whenever the original matrix is nousingular.

We show tha effiiency of these methods by solving dense comple-
and real Linear systems of sices 74K and 72K with single as well as
multiple right band sides on CRAY Y-MP vector/parallel comput-
ers. These problems are extracted from NASA Almound benchmark
for computational electromagnatics and a commercial computational
fluids dynamic package. Our experiments show an osder of magni-
tude redu-tion in the memory requirement and an all most two orders
of maguitude reduction in computstion *itie as compared to a fully
optimized direct solver.
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DEVELOFPING OPTIMAL AND AUTOMATIC
FREQUENCY SAMPLING IN MOMENT-METHOD
SOLUTIONS

G. J. Burie, L-156, Lawrence Livermore National Laboratory, Livermore, CA 94550
E. K. Miller, EKMiller Associates, 3225 Calle Celestial, Santa Fe, NM 87501

ABSTRACT
The need often arises in eloctromagnetics (EM) 1o obtain a wideband response from {requency sampling.
The usual approach of nmmning 2 m. id at many equally frequencies and using lincar interpala-

nonnny:udlmuh-mnlourmplmg.eqmnly the responisc invoives sharp resonances.
Sampling finely only near resonances might be useful, assuming ﬂnmhalm.eknown but
much more can be done by taking advastage of the problem ph )uc EM frequency respoares can be
mhmﬂymmuamdpdu.apmdmameﬁmmmemﬂlyu

model-based estimaiion (MBPE). By fi rational functions (as pnnlmdpoiesenes)lo
froquency-sampled deia, resomant behavior can be represented, and the number of samples can be
reduced 10 as few a8 two per resonance. [n addition, varyung the model parameters can show where ad-
ditional samples are noeded 10 identify an unsuspected resonance. The program ZPLOT, currently dis-
mmmm&mmbﬂmmmmmmmmwilybmudbm‘ple
mmnqleniqnve-mphngdfmqnmcympouu Exampies of using MBPE are shown © illus-
trate this process (or resonant wire antenna.

INTRODUCTION

Obacured by the mathematical dmlnnddampve complexity associaled with most electromagnetic
ﬂ“ is lhe possibility of representing paymcal observables in simpler ways using reduced-order
Knowledge of such models can be helpful in ways ranging from reducing the computer cost of

achieving desired solutions 10 developing more compact representations of observables. The basic ap-
m::wmmwdmmrm dau,aplmaued“modd-
bused parsmeicr estimation” (MBPE) [Miller and Burke (1991)). idea behind MBPE is intuitively
stnaightforward 2ad conceptually simple: data or complex anadytical fonmulations are replaced by sim-
pler mathernatical representations-—-the “fitting model,” (FM) w ideally is physically based--whose
panmeters are obtained from ﬁnmgulod:emguul description (a first-principles or geverating model
{GM]) in the “parnmeter-estimation” siep. Parameter estimation ofien must be accommlished in the pres-

audmn,mcompldednhmdlorunwhmty thus introducing some “art™ into the MBPE process.

A M o provide a more diicnl Computationsl ElectroMagnetics (CEM) numerical approach by re-

mmemﬂautyndudGMmebymnhngmdﬁaaumd&eWu
cither scparately or in combination. Both applicat~m might be deacrited as “smart”

cuvefm;.hwuuehmmpuhfm physics.

It Heapltying evaagon o 2 ‘....,,.,l"""“m"‘”" o (1) Bepack by sppremimating the ket st (dealy s
is & ym;cvllm an with ( )a
phyzically motivated maodel a reduced-onder mathematical dumnt-ontodeuacmn?h—
uuimﬂmtywhlemmue . Posite applications of kemd modeling include
ﬂn&nmufddmlemd’mufmpmﬂm[ d‘lOOormue-epo-lNc.BukeuﬂMlh
(1984)] and the Green's functions for periodic ics such as rectangular and cavites
{Dun.udd (IND)] In Mwm sampled values of the kemel are by a simplified

0 reduce the count (OC) of numencally cvaluating the interaction coefficients that ap-
pur.rmamml matrix.
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MBPEanllsobemdbmdmcﬂznumbudnmﬁumadedformnapplmws,eg 1o oblain
a widcband frequency reaponse or 1o obtsiis zagle scattering or radiation pattems, again via exploiting
physical simplicity and a reduced-order mathematics! moded 10 ropresent the responsc of ‘aterest. In
such applications, mode! prramelers desive from fitting the model to appropriate samples of the desirec
lupunn c.g., asa function of tGme, frequency, angle or space, where the samples can come from the
mponseotdmvmveslhunof (with respect to the independent variable).

Succinctly summarnized, MBPE involves three basic operations:

1. a process or data providing observabies w be raodeled,
2. asuitab'e nodel 10 represent that process/data,
3. parameters (¢ be estimated by fitting the model to that process/data

wimupddmdﬁngﬂ:uvddl(x‘dwnmnk desired information. Subsequent discussion
here focuses on the particulas application where the oomes from a frequcacy-domain (FD) tramfer
Mnction with the gonl of minimizing the number of GM cvaluations required 1o determine a transfer
function over a specified band 0 a desired accuracy.

WAVEFORM- AND SPECTRAL-DOMAIN MODELS
Since phenomena satisly Maxweil’s equations and the wave e3uation, they can exhibit
both exponential- (for example, trasient fields in the tioe domain) orpde~hke (spectra in the FD) be-
havior. Thus, ooe of the basic MBI'E madels begins either as an exponential series (in what we refer to
as the waveform domain since the variable “x” is often lime)

w

£(x) = £5(x) + T (%) = Ekacs“x + (%)
awl (l)

or as a pole series (in what we refer 10 as the speciral domain because the variable “X™ is then a frequen-
cy if x 15 time)

W
Ro ,
F - - —————

(X) = F,(X) + F(X) 21 T+ FaX) .
i.e., the models, where the subscript “p” refers 10 the pole part of the response and the “np” 1o the non-
pole purt. The 2W mouel parameters are the modal amplindes (residues), R, and the complex reso-
nances (poles), ., 0 be estimaied from wavelorm samples [, » f(x;)) (or derivative samples {;; w
d%1dx") or spectral samxples Fyg = F(X,) (or derivative sampie; F, m d"F/dX"™). Whatever combination

of domain and deta are used. tproceuofunslhcnmplcddnnwlm Eqs. (l)or(2) leads o a lincar
system whose sulution provies the FM peramesers [Millcr and Burke (199

ORTAINING BROADBAND EM RESULTS

MBPE can expedite the development of broadbund EM results, being applied in what we call the “for-
mulation” domaia and “solution” domain. By formulalion dogasin, we mesn the original problem de-
scription as developed from Maxwell’s equations, an 1E for example, whereas solution domain refers ©
the obeervable solutions developed from the original description. More specifically, the impodance ma-
tiX, Loy o thet results from a moment-method discretization of the IE 15 a formulation-dosuain entity
whereas the admitancs matnix, YLon ;. that results from inverting (or otherwise solving) Zn 5, is @
solution-doenais entity. In either case, having anslytical knowledge of the frequency variation of Zp, ;
Of Lin pp betwoen the discrete frequencies & which a ¢ 1 computation has been performed can substan-
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tially reduce the overall OC of deiermining a brosibend frequency responss.

Whether inodeling the iunpedance or admittance matrix in |E applications will yield the greater reduction
in overzll OC in a frequency range of interest on the relative OC recquired fov each of the
soluiion, i.c., in computing £y,  or salving for Yo, 1, as illustrased concerwally in Fig. 2. three-
dimensional |E models of conducting objects, the overall OC is almost wholly duo o theze two compu-
talion steps, which vary in propostion tonml“ ad b,dvcl6. respectively, with [ the frequency. and
where agy aod by, are algonithm- and computer-dependent coeflicients. At jower frequencies, aﬁul"‘
> bgoivel® bocause agy » byt for csseatially all madels, o that the matrix-fill OC is larger, but with
increasing frequency, eveatuslly sgyf* < bygjve!® and the solution OC dominates. This suggests that
the greatest efficiency improvement would result from using MBPE to minimize the number of goy
mﬁmllowfw.mdkmdxm_nwmpmuﬁﬁuﬁqmiu. Both
matrices might be modeled across the sane bandwidth, of course, bocause the other benefits of

:ﬂr\gm other than docreased OC alone is that of replacing matrices of sumbess by analytical for-
as.

T® Figure 1. Representative transfer
function T(f) obtined from a CEM
FDIE madel. At lower frequencies,
maixix [ill dominaies the total OC
whereas ot higk>r froquencies, the
sulution OC is the dominate factor.

f
'ﬁllﬁ > I:’sol\re'6 ‘ﬁl:r‘ < bnclve'6
Modeling Zom,n

In order 10 use MBPE for estimating the cocificients of &, 5 between frequencies at which the
interactions are computed from their defining equations, a suitable FM is noeded. The exponential-
series model of Eq. (1) is appropriaie (without e noa-pole terms) fu’ﬂiwpon.mwﬂ)
Groen's function from which &, n is desived exhibits 2 vomplex-cxponential vior. For example, a
generic FDIE interaction coefficient using subdomain bases and and delta-function testing has the form

Z.-_.(!!!) - Jr S(0)Ky ;; =(0)K, n(0)dA,
8, o )

where m and n deaowe obecrvation and source “patches,” Sy, it the source strength on patch Ay, Kg m o
is the “paich-to-patch™ (P-P) part of the 1E keruel and K 1, is the “in-patch™ (I-P) part of the kemel.
The P-P term describes a “{ast” frequency varistion of the form expikry, g). where ry, 1 is the distence
between the conters of pasches m and n and for which Kk, , » 1 is genenally true.  Similariy, the I-P
term describes a “slow” variation whoee cxponential variation is of order exp(jkAry, o), while Ary, , is
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the distance variation caused by integration over a pasch and for which kiry, 1, « 1, because the paich
size is small in wavelengths. The P-P term can be factored from the integral o obtain

Zpa(®) -é““—-_ﬁ Sy (0)Ky maltn)dA,

where R, o + Arm‘n Eimaad K'g m pisa modified slow-frequency kernel.

)]

Eq. (4) indicales that if Z, y(w)) has been compuled from the defining equations at wy, then
Zm’n(mz)mbeuﬁmwdu(mmingmzisnot“bofar"fm w))

Z g (007) = Zg o0} 3 M (01001 )
where My, 1(wy-w1) is an interpolation model that accounts fot the slow variation of the integral in (4).

For tae thin-wire electric-{ield 1E (EFIE), Newman (1968) has used
Mn.n‘"’Z“”lﬁmsg* A + Biow + Co, (Ga)
Mg (@20 heg = A + Bo + Ca?. (6b)
formodelingzm'nv-riaﬁnns Benthicn and Scheack (1991) followud a similar approach for elastody-
DAC ScalicTing. Anmuuing-pcctdmddinghfnqmvm-ﬁmdzm’nismwumphd
frequencies can be spaced many resonaces apart while an aocurale yepresentation of the
solution-domain resonance behavior as a function of frequency. is is because the resonances come

from interactions betwaen object extremitics, whose convolutionl relationship is de through the
solution process which itself requircs only that the and amplitude frequency ncics of
fm,n be maintained with accuracy sufficient o yield aocuracy in Yo g

Modsling Y, »

While the &, ,, coefTicients exiubit a phase-driven exponential bebavior modulated by distant-
dependent terms, the coefTicients of Yo,  exbibit a pole-like behavior, as can ve surmised from observ-
in.;memmofuy?ulmwﬁerfm:ﬁm Thus, an appropriatc model for the latter is
given by the pol- series of Eq. (2). In this case however, the non-pole tommns might be anticipated w
play & significas.. role [Miller and Burke (1991)]. Such \erms might be reasonably approximated by
adding a frequency-dependent po!ymial 10 the pole series.  This polynomial might also help to ap-
proximaie the contribuuon of poles thet lie outside the f) ratige (0 be covered by the FM. The
result is w0 geacralize the rational-function form of the pole series t1:m one where the numerstor polyno-
mial has an order onc loss than the denominator polynomial 1o coe of equal onder, or exceeding it by the
order, P, of the highest tevm in the added polynomial,

.Mﬂnpdmanxnﬂmbemndcdinw-funcﬁmformu
v Ry F(!\_NQ+N,X+NIX2+...,Nw_lxw_n NCX.W-1)

fl'x a7 1+4DX4DXP4 4Dy X DKW

where Dgy has .cen set 1o unity. Addinga constauit for the non-pole ierm then yields

. _NX.W)
Feg(X) = CONSTANT = F(X) S50, .

Adding an additional term linear in frequency thea bewds to

(7a)

ek oL el




N(X,W+1

Fo(X) m C; + CpX = F(X) w NX: W 1)

wp(X) = Cy + CX = F(X) DX.W) a9

30 that in general, the numerator polynomial will be of order N = W + P, requiring a total of at least D =
W+ P+ 1 GM samples 1o evaluale the FM coefficients. Nole however, that the FM remains simply a
rational function, reiaining a naweal fit 20 & pole-based resonance response.

DEVELOPING A SAM. N STRATEGY .
ing & model, even onr Ut is _uathematically compatible with the physical process from which the
hhlbewdawod.uodymmdm;MBPEb t a FD transfer fuaction.
Knowledge of the fiitiag crroe, i.e., the difference between the FM and GM, is necessary ifl the poal of
achieving a desired esmmor in the estimased transfer function across ibe bendwidkh of interest is 10 be real-
izad Emors p udunadbyaFMuofﬂIn"‘-'gpu. l)non-ﬂ:yuallundu.eg negative conduc-
tance; 2) baseline shifts betwoen the FM and GM; 3) between the FM and GM. Each of
&mmmﬂwwldﬂmmdwwmwbhm For non-physical
results, the moRt appropriate would be 10 sumple whare the ncgative peak in conductance (or
resistance) occurs 1a the FM. For baseline shifts, we might instend sample at the maximum difference
between the FM and OM if it exceods a specified arror criterion.  Similarly, for resonsace shifis, it
might be most appropriate 10 sample midway between the model peaks if the shift between them exceeds
20MMe ST TideTion.

Note thet it is a distinct dmdvunuﬁnf the fitting emmor could only be estimated by requirng additional
GMbh.nnoupnld\-mgMB i1 10 minimize the n'unber of GM evaluations. Therefore, if at all
quue a different approach 1o obtainiag the fitting error is needed. Of the three errors listed, only the
can be directly reslized nsing PM results. Howcva,uufmblelomﬂnothulwom

using only FM results as well. It should be emphasized 22 this point that the nuraber of GM data points,
D, dufmumylmlp-mwdbyam mdhudasd’thenmwrmddcmmunwrpolynam-
Nand W, are ively ambiguous. On the one hand, this “ambiguity * can be considered a detri-
mmlnmuodmmvatiﬂcmmnty nbtthBPEpmwu. On the other hand, it can
be productive becanse different FMs can use some of the same GM data. ’l'hus.nnelhmnlcoﬁheﬁtﬂnz
ervor can be obtainad by comparing results from two (or more) FMs over a frequency range where they

T Figure 2. Developing 4 broadband transfer
function uting & series of ovedn%ng, cas-
caded, roduced-onder FMs, M;
use common GM data samiples in the over-
lap regions. These different FMs provide
a measure of the fitting error in terms of
their separate catimases for T{() as a func-

f tioa of frequency where the FMis overlap,

M, < M3
wsj M-‘v

share oommon data, or overlap. Although the FM differences, or estimated ervors, unnotbeﬁ:r:n-
teed 10 be an upper bound on the actual fitting error, tl:ydodnw the relative consistency of the in
the overlapping regions. Where thesc differenoes exceed acceptable limits, an additional GM sample
would be suggested, thus providing a rationalé for adaptive sampling, eusuring that GM computations
arc being done at frequencies where the new information they yiel: | s nearly maximized. Using over-
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lapping “windows" of reduced-order FMs to eatimate emrors and to determine where new GM sampies
are needed leads logically to the idea of ing a broadband transfer function from a cascaded series
of FMs, as illustrated conoeptually in Fig. 2. This is basically the approach used o develop the transfer
functions presented below.

SAMPLE APPLICATIONS
A simpie example of using a sesies of FMs to estimate a broadband transfer function is shown in Fig. 3
for a center-fod dipcle antenna. In this case, 20 GM samples spaced 0.15 L/A apart were developed
over an L/A range from 0.15 10 3 using NEC. A series of FMs, each shifting upward in frequency by
0.15 L/A, was used 10 obtsin the estimated transfer function, and each was used 10 plot the estimated
tranafer function over the center 0.15 L/A interval of its 0.9 /A window, except for the ends of the fre-
uency range where the FMs extended 10 Gand 3 L/A respectively. The FM curves are ensured to pass
3nwuh the GM samples because the number of sampies equals the number of FM coefficients.

Y A

A A

% ™)
25 4 F @15 3
% 20 4 - w10 -
15 J L §5 F -
gwd j ! go ’ //{/‘%//\y
é s J b ! \\_ L P A 1
i ! 4

o . - -10 '
0 1 2 3 1 2 a

Length/Wavelsrigth Length/Wavelengt

Figuse 3. Inpui conductance and susceptance of monopole antenna versus length in wavelengths
as ined from a series of rational-function [itting models using D =7 (W = N = 3) (the solid
line) based on 20 samples spaced 0.15 in L/A). The GM samples are indicated by the open
crosses and are joined by a dashed line for clanty.

An example of varying the FM parameters in the vicinity of a sharp resonance is sk.own in Fig. 4 for the
sdunittance of a “forksd-monopole” astenoa {a short, struight dipole with V ends where one amn is
slightly shorter than the other, Burke etal. (1989)]. The two fiting models, one using D=7 (W=N =
3) and the other usiug D =5 (W = N = 2) are based on GM sauples at 0.5 MHz intervals. On this ex-
pended scale, she 7- M model coincides graghically with 21 additional GM samples spaced 1074
MHz apart starting at 0.717 MHz, indicating that the higher-order FM is highly accurate and ihat the fit-
ting enor is probably comparable with the accuracy provided by the NEC model.

A further example of modeling a sharpsy resonant anletina is demonstrated in Fig. S for the admitiance
of a fan anienna (a botiom-fed monopole consisting of a three unequal-length wires spreading outward
from the feed). Two sets of FM curves ase ploted heve as obiaingd (o &/ &iferent sets of GM sam-
ples. one set of 15 beginning at 2 MHz and spaced at 0.5 MHz intervals. The other sei consists of 51

beginning at 2 Mriz but spaced a1 0.14 MHz inlervals. 1r lotting these results, each new

sxmnples siso -
FM 15 shifted upwards in frequency by their respective GM sampling mt- vals.
These two exampies demonstrase the relative insensitivity of the estimased transder function 1o variations
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inbmhﬂnGMuu-edmdﬂlempumm They also indicate how differences in the resulting
FMs can show where, and if, n&ﬁmnmplinguﬁghlbeneeded, 1n cases where the FM curves are
ﬂilbdydﬂ«un,onewmchfamhﬁngﬂunwwldbcbylvuuina their FM coefficients.

«© Fi‘pﬂi Results for the input admittance of

a ubd-manwleumainthcviddtyof
& sharp resonance, where a differeatial-mode
amﬂmeﬁlmﬂummud-lengﬂt
arms of the dipote. Although the resonsnce
is 'wmﬂdyloubd(bwilhin 1% orso
in mqumcy).ducinomcvnﬁaﬁoninthe
minmvﬂunp:ovidedbythcmom.
The 7-sample model is the more accuraic, as
it is found lo agree with 21 additional GM
sampies spaced 104 L/A apert beginning at
0.717 MHz.

h d Figure 5. Results for the input admitiance
ofafmmmmmgdiﬁmtmch
¢ dlllandvuiolum-l(wlid,culdw;
dashed, ). Two FMs, one
300 ¢ i u.n'nzD=7(withW=N=3)andlheothcr
7} havng=H(W=N=5),hol.huning
E - GM sampies at 0.5 MHz intervals, yiuid the
¢ curves having the rightmost rescnances.
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Figwre 6. Smith-chart representation of the input
impedance of the fan anlenoa over U frequeacy
rnge 2109 MHz. The GM samples are shown by
the triangles and are connected by a straight, solid
line, The 7-sampie FM produces a non-physical
input registance near the resonance “loop.” Simply
increasing the FM ordes by one brings it into to
close ent with the GM samples

“truth” which are computed at 0.14 MHz intervals
" and counected by straight lines,

CONCLUDING COMMENTS

A capability for conveniently inoorporating NEC (or xay other FD model resilts or measurements) data
with MBPE ax illustrated above is provided by ZPLOT. The program includes capsbilities {or display-
ing multipkt cnves, combining dats files and interpolating data usinug MBPE FMs, Dwta poicts from
new files can be added 10 existing curves, and the combined data will be sotled in order of increasing
frequeacy and plotied. Dute read from NEC output files or combinations of files or data by
FMs can be wnien 10 new files in a format including frequency and admittance or im These
files written from ZPLOT wiil be much smalier thon the NEC output files which include a large amount
of additiosal information. The impedance or adenittance files writien by ZPLOT can also be read by
ZPLOT and plotted.  Although ZFLOT, as preseutly implemented, accommodates adaptive sampling
only through user intervention, a future extension would be 1o extend the prooadure 10 locate OM sam-
ples and desermine FM parsmeters ausomatically while timiting the: fitting error to & specified value.
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REFLECTIONS ON SOME OF THE FOLKLORE OF THE MOMENT METHOD

Richard C. Booton, Jr.

Center for Microwave/Millimeter-wave Computer-Aided Design
University of Colorado at Boulder
Boulder CO 80309-0425

ABSTRACT

Several “facts” that many people belicve to be true and can be considered to be part of
the folilore of the moment method are examined. The simple example of 4 thin cylinder, cither
a5 a planc-wave scatterer or as past of 4 center-fed dipole antensis, s analyzed numerically and
resuity obtained that shed light on the folkiore. Several more generul points arc made regarding
numerical analysis.

BACKGROUND

The pioneering work of Galerkin and Harrington established the moment method as a
major tool in the num=ricul analysis of electromagnetic problems, and the work of many others
has resulted in the moment method becoming a well understoou and widely used method for the
solution of integral equations in electromagnetics. There arc scveral “well-known facts” that may
be said to constitute the folklore of this method, but do not seem to be universally tree. Some
of these will be siated und discussed in light of 4 simple problem, the thin cylinder, either as a
scatter or as a center-fed dipele, described by the appropiiate form of Hallen's integral function.

QUESTIONABLE BELIEFS
(A) Gulerkin weighiing is much superior to cnlocution.

Statements frequently are made that Galerkin weighting (using as the set of weighting
functions the set of besis functions) is beiter than using other weighting functicns and in
particular much better than delta function weighting for colocaion (point matching.) Proofs have
been offered to show the optimality of the Galerkin method. Usually such wrguments depesd
upon vasiational considerations and do not consider the fact that Galerkin weighting requires
additional integrations, compared to colocation. When the moment integraly are evaluated by
numerical integration, the udditional integration results in additional run time.

A simple example is given by plane-wave scattering off a thin cylinder, ay analyzed by
Hallen's equation. For such one-dimensionai equaiions i Galsrkin micthod requires numerical
double integration rather than the single integration required by point matching. Fig.1 shows the
RCS of a cylinder using triangle basis functions, both for colocation and for Galerkin weighting,
us & function of the number of basis functions. For the same number of basis functions Galerkin
weighting is somewhat better. The Galerkin weighting program, however, hag a longer run time
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on the computer. Fig. 2 shows the sune results as a function of computer run time, and on this
basis colocution is bester, Figs. 3 and 4 repeat this comparison but for pulse basis functions. The
Galerkin solutions are much better than the colocation resulis for the sane number of basis
functions, but again colocation is superior for the same computer run time.

(B) Basis functions that comespond to discontinuous cwrrent are much inferior to those that
correspond to continuous cumrent. Specifically, in onc dimension triangular basis functions are
much better than pulse basis functions.

From the point of view of integration theory, this would seem to be questionable. Basic
numerical analysis texts show that stairstep (pulse) integration comparable to (and in fact is more
uccurate than) trapezoidal (triangle) integration. This fact would lead one to expect that results
from the use of pulse bagis functions wight be comparable 1o those resulting from use nf tiangle
basis functions. Figs. 5 and 6 usc the same numerical results camputed for Figs. 1-4 and compare
results for triangle and pulse basis functions, first for Galerkin and then for colocution. For
Galerkin weighting the triangle results are slightiy better. The colocation comparison shows a
larger diffaence, but clearly both curves are similar and converge well to an accurate answer.

{C) Results from different methods can be meaningfully compared even though the computations
have not converged.

This is & general emor not confined to the moment method, but is well illustrated by
several well-known results obtsined with the moment method. As an exampie, the input current
for the infiniteximal-gap-fed dipole has been solved numerically a number of times and some
attempts have been made to compere the results. it is known theorstically that the imaginary part
of the inpui curment is infinite and hence numerically can never converge to a definite value. This
has apparently not been naticed bevsuse most of these analyses have used a relatively small
number of basis functions.

D} Singularities in the Green's function are bad and the reduced Green function is a good
approximation.

Although the preyence of singularitics in the Green's function require carcful handling,
their presence akes the integral equation well poved. Although a uscful approximation in some
circumstaices, the reduced Green's fumction does not have a singularity and hence the
correaponding integral equation is ill-posed. If the number of basis functions is steadily increased,
cventually the soluticn becomes totally unstable.

11:: Green's function is incgrated numerically, except where analytic expressions are

The spectral method usually leads to expressions for the Green's function as a Fourier
scrics or a Fourier integral. In the case of Founer sezies, the moment integration usually can be
applied term-by-<tenm, and one never computes the Green's function. In this cave, the Gulerkin
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method results in much faster convergence.
(F) The matrix of ¢oefficients is inverted to find the solution.

This usually is probably just 2 matier of semantics, but some people takes the statement
literally. Solution of a set of linear ~Igebraic equutions by inversion of the matix is terribly
inefficient and should never be dome.

CONCLUSIONS

The examples presented hese suggest that care be taken in interpreting “well-known truths.” A
realistic look at the results of numerical computations should be taken in the compurisons of
various methods. One should be careful about believing all of the established truth (folklore.) The

author has some concern that others may have concentrated on other problems and drawn
different conclusions than expressed here. These topics should be more fully discussed.
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Validation of a
Numerical Finite Integration Code
to Solve
Transient Electromagnetic, Acoustic and Elastic
Wave Scattering in 2D

Karl J. Langenberg
René Marklein
Dept. Electrical Engineering
University of Kassel
D-34109 Kasse], Germany

Introduction

Recently, a unified numerical scheme to solve transient acoustic, electrumagnetic and elastic
wave scattering has been developed, which utilizes the Finite Integration Technique (FIT)
originally applied to Maxwell’s equations [1,2}, whence the acronyms AFIT for acoustics, EM-
FIT for electromagnetics, and EFIT for elastodynamics. The concise and broad evaluation
of EMFIT has resulted in the well-established MAFIA computer code [3], whereas EFIT is
relatively new [4], and AFIT resulted as a byproduct during the development of EFIT [5]. In
[4], stability, convergence and consistency of the EFIT code in 2D and 3D is addressed. As a
matter of fact, in two spatial dimensions, Maxwell’s equations can be completely decoupled
into two scalar problems — the TE- and TM-case — and, therefore, it scems appropriate
to validate the essentially scalar AFIT code — specialized to 2D — against canonical 2D
scattering and diffraction problems, which could be analytically solved. The possibly most
famous one among those is Sommerfeld’s half-plane diffraction problem [6]. Recently, Shirai
and Felsen [7] published a hybrid ray-mode technique to solve the coupling of a plane wave
into a twodimensional waveguide at least approximately for higl frequencies. The present
paper compares the numerical results of AFIT with Sommerfeld’s, Shirai’s and Felien’s re-
sults and states excellent agreement; it even answers the question when the Shirai-Fels:n high
frequency approximation is no longer good enough.

Basic Equations
FIT is based on the integral formulation of the basic field equations, i.e. Maxwell's equations
in integral form in the case of EMFIT. These read:

// (R)H(R,{) -ndS = —giﬂ(g.t)-gdﬁ—rf[;m(_rs,t)ms m

Tem
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wher. H(R. ?) and E(R,t) denote magnetic and electric field strengths, respectively, as func-
tion of position R and time ¢; ¢(R) and u(R) characterize an inhomogeneous medium in
terms of permittivity and permeability. The field sources are given by electric and magnetic
current densities J,(R,1) and J,,(R,t). The double integrals extend over open surfaces .
with unit normal n, whereas the line integrals extend over the closed boundary contour A,
of ' with unit tangential vector s. The top dots indicate time derivatives,

In scalar acoustics, the material parameters are mass density gao (R) and compressibility
x(R), the field quantities are pressurc p(R,?) and particle velocity v(R,?), and the sources
are forces f(R,t) as well as deformation rates k,(R, t). Hence, the following equations

/[/"“ J¥E, = - #BP(BJNS+// L(R.)dV (3)
r. [+M

[/ ~(R)p(R,1)d #Q-X(E,t)d5+/] ho(R,t)dV )
Ta [+

hold, which relate acceleration forces, volume forces and forces of inertia — equation (3) —-
and deformation rates (equation (4)). The triple integrals extend over volumes 1,, whereas
the double surface integrals are to be taken over the closed surfaces I, of £, with outward
normal n.

In elastodynamics, the physics of equ.’s (3) and (4) has to be generalized to solids being
characterized by a mass density geo (R) and a forth rank compliance tensor s(R); the sym-

metric part of the sscond rank tensor n v(R, ) defines the time derivative of the strain tensor
after integration over the volume {}, and transformation into a surface integral with surface
I'. applying Gauss’ theorem. In linear elastodynamics the strain tensor is related to the stress
tensor T(R,?) through Hooke’s law via the double contraction with the compliance tensor.
These remarks jllustrate the basic equations of elastodyunamics:

//f o ®URAY =~ Fo-TRods+ [fr@yay (5)
-/// . z o Te T

Fompyepyes + [fomow . ©
¥ Qe
Discretization

FIT chooses two cuvic staggered grids to sulve the basic equations numerically. For the 2D-
TE EMFIT. as well as for the 2D AFIT code these grids are displayed in Fig. 1. As usual,
TE indicates an electromagnetic field having no electric field component in that direction
from which all field components are independent; here, this is the z-direction. ‘The discrete
equalions resulting from an approximate integration of the field equations are given as follows:

Eiu.i,+§-.x+l) - Eix,,i,q-%.:) " E {/: [H(l,.:, x+% Hgl,.xy+l,:+-})] B
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The grid widths are given by Az and Ay, and time — counted by discrete values of z — is
discretized in At-increments in terms of a central difference formula; the details can be found
in (2], (4] and [5]. 1t should be pointed out, that -— at least for EMFIT — it has been proven,
that the discrete equations have the same physical properties as the continuous system of
Maxwell’s equations [2].

Sommerfeld's Half-Plane Proolem

Fig. 2 illustrates Sommerfeld’s half-plane problem: A plane TE-polarized time harmonic wave
of wavenumber k = 2% /X is incident upon an infinitely thin perfectly conducting half-plane.
This electromagnetic problem is equivalent to the acoustic problem with a Nenmann boundary
condition of vanishing normal derivative of the pressure on the half-plane. Fig. 3 compares
results obtained with Sommerfeld’s analytical solution and with the EMFIT/AFIT cods, re-
spectively; since FIT, in this presentation, is a transient scheme, the EMFIT code is run for a
switched-on sinusoidal wave until the stationavy state is reached. Absorbing boundary condi-
tions prevent reflections from the finite grid boundaries. Fig. 3 displays the magnitude of the
H.-component as grey scale plots, together with amplitude variations along two particularly
chosen lines. Obviously. EMFIT/AFIT is perfectly validated against the analytical solution.

Shirai’s and Felsen’s Open-Ended Waveguide Problem

Fig. 4 illustrates the problem attacked by Shirai an Felsen; a plane TE-polarized time har-
monic plane wave couples into an open-ended wavcguide composed of two infinitely thin
perfectly conducting plates. Their method of solution, which involves an intricate evalv.tion
and decompuosition of spectral integrals into rays and modes, is approximately valid for high
frequencies. Fig. 5 gives EMFIT/AFIT results for the field in the waveguide in terms of a
grey scale plot, and, additionally, ‘or a distance of kz == 204 from the waveguide aperture, the
cross-sectional |/1,|-field amplitude is displayed; Fig. 6 shows the results of Shirai and Felsen
copied from their paper to the same scale. Obviously, the agreement is striking.
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Comparison Between LEMP & NEMP Induced Overvoltages
in 33 kV Overhead Distribution Lines
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Abstrace :

In this paper an attempt has been made to introduce a method for evaluation of induced overvoliages
caused by nuclear electromagnetic pulse (NEMP) in overhead lines. NEMP occurs in space in high altitude,
due to nuclear explosion in space, The paper also compares the induced overvoltage caused by NEMP, with
overvoltags produced by lightning electromagnetic pulse (LFMP). In LEMP analysis, lightning is a local
phenomena, therefore the performance of transmission lin can be cxamined conveniently, using suitable
model for lightning stroke channei, and applying transmission line theory, However NEMP covers large area
simultancously, and has specific characteristics. So it is impossible to utilize transmission line theory similar
to LEMP analysis. In this paper direct solution of Maxwell's equations has been used in tin.c domain, using
electric field integral equation (EFIE) for evaluation of induced voltage and current in any point of overhead
line, due 10 NEMP. The results presented ir. this article belong to 33 kV overhead distribution line. With
comparing the LEMP and NEMP results, it 1s found out that the overvoitage protective devices (arresters),
installed at the receiving or sending ends of transmission line may protect the line against LEMP, however it
may fail to respond against NEMP.

1) Introduction:

It most publications the performance of OQHL due to applied electromagnetic waves ha  been evaluated
in frequency domain, using transmission line theory. Then the voltage-time and current-tin . characteristics
of OHL can be obtained by using Fourier transformation [1,2). It is clear that above techiuique can not be
used for narrow pulses, such as NEMP. In this paper time-space intepral equation is used for evaluation of
voltage-time and current-time characteristics along OHL, in order to be able 10 asses the performance of
OHL against NEMP [3]. The following items have considerable effects on induced voltage and current
caused by NEMP :

- Geometry of OHL such as length, conductor diameter, height of conductor.

« System configuration such as both ends conditions.

- Periphery conditions such as ear 15 conductivity and permitivity,

- Location of OHL for considering the direction of incident wave caused by auc! ' explosion,

- Polarization of incident wave in respect 1o line location on earth surface.

Keywords :
Nucieor Electromangnetic Pulse (NEMP) . Lightning Electomagnetic Puise (LEMP) , Lighming Induced Voltage (LIV) ,
Nuclear Induced Voliage (NTV) , Over Head Line (OHL)
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In this paper with comparing the results belonging ta LEMP and NEMP for sample 33 kV line, onc can
find out considerable differences in line performance, due 1o these two distinct pulses. The accurate
evaluation of above items provides outstanding idea for designing new devices for OHL protection against
nuclear explosions .

2) Lightning Induced Voltage (LIV) :

Fig.1 shows the geomeiry of OHL line along with lightaing stroke channel. The results presented in this
seciion are related to tower of 33 kV line shown in Fig.2. The lightning curreni wave shape is depicted in
Fig.3. The method for LIV evaluation is mentioned exclusively in [4,5]. Fig.4 shows LIV for following
parameiers :

Ti= 12 usec  Te = 100 msec
=137m Io = 100 KA
H=2Km X=0,Y=100 m
1: =03 2:b=0.1

Fig.5 shows LIV for Iy = 200 kA and Y = 200 m, however other parameters are similar 1o Figd. Fig.6
illustrates normalized LIV for :
Io=1kA, b= im,Y = 200m

3) NEMP Effects
3-1) Characteristics of the Electromagnetic pulse due 1o high ultitude nuclear explosion :

In the case of nuclear explosion in bigh altitude above the eartl shown in Figs.7-a, 7-b, many Gamma
photons would be released. These photons deliver energy to the clectrons which are released from the orbits
of space molecules. Such electrons are called Compton electrons. These electrons have low incrtia, therefore
move faster than produced positive ions. Thus some sort of static electric field can be established. In
addition, due to earth magneiic field, deviation will be occured in initial path of Compton electrons. Thus
the time-variant electric current causing time-variant electromagnetic wave would be established above the
amnosphere.

Differcat measurements chow that the radiowave caused by nuclear explosion can be shown by
<lectromagretic pulse [6]:

E(1) = A [ exp(-as)- exp(-1) |
Fig 8 illustrates time variation of such pulse. tg, t; and A are related to explosion parameters, such as air

density, intensity, altitude, etc. In some cases tg is less than few nanoseconds, and the maximum amplitude of
¢electric field is about 50 kV/m .

3-2) Theoretical Method :

Fig.2 shows 33 kV distribution overhead line considered in this paper which is illuminated by NEMP with
following parameters. These parameters are issued by North Atlantic Treaty Organization (NATO) [7,3),
therefore:

A=50kV/im top=5ns t = 200ns

Now, we analyse the scattering of the perfect conductor wires illuminated by the transient electromagne
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Fig.4 - 11V for Io = 100 KA
tb=03,2b=0;

Fig.5 : LIV for l0 = 200 KA
1:bw 0.3,2:bw= 0.1

Fig.6 : Normalzed LIV
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In this paper with comparing the results belonging to LEMP and NEMP for sumple 33 kV lin-, one can
find out considerable differences in line performance, due to these two distinct pulsea. The accurate
evaluation of above items provides ouistanding idea for designing new devices for OHL protection against
nuclear explosions .

2) Lightning Induced Voliage (LIV) :

Fig.1 shows the geometry o° OHL line along with lightning stroke channel. The results presented in this
section are related 1o tower o ‘V line shown in Fig.2. The lightaing current wave shape is depicted in
Fig.3. The method for LIV ¢ tion is mentioned exclusively in [4,5]. Fig4 shows LIV for foliowing
parameters :

Tr= 1.2 yusec  Te = 100 msec
h=137m Io = 100 KA
H = 2Km X=0 ,Y=100 m
1: b=03 2: b=0.1

Fig.5 shows LIV for Ip = 200 kA snd Y = 200 m, however other parsmeters arc similar to Fig.4. Fig.6
illustrates normalized LIV for :
lom kA, b = 1m Y = 200m

3) NEMP Effects
3-1) Characteristics of the Electromagnatic pulse dus 1o high altitude nuclear explosion :

In the case of nuclear expiosion in high alititude above the eanth shown in Figs.7-a, 7-b, many Gamma
photons would be released. These photons deliver energy to the electrons which are relcased from the orbits
of space molecules, Such electrons are called Compton elecurons. These electrons have low inertia, therefore
move faster than produced positive jons. Thus some sort of static clectric ficld can be established. In
addition, duc to carth magnetic ficld, deviation will be occured in initial path of Compton electrons. Thus
the time-variant electric current causing time-variant clectromagnetic wave would be established above the
stmosphere.

Different measurements show that the radiowave caused by nuclear explosion can be shown by
electromagnetic pulse [6]:

E(1) = A [ exp(-at)- exp(-pt) |
Fig8 illustrates time variation of such pulse. (0, t] and A are related to explosion parameters, such as air

density, intensity, altitude, etc. In some cases tg is less than few nanoseconds, and the maximum amplitude of
electric field is about 50 kV/m .

3-2) Theoretical Method :

Fig.2 shows 33 kV distribution overhead line considered in this paper which is illuminated by NEMP with
following parameters. These psrameters are issuod by North Atlantic Treaty Organization (NATO) 7.8},
therefore:

Aw=S0KkVM Ww=5n tjo= 2000

Now, we analyse the scattering of the perfect conductor wires illuminsted by the transicnt clectromagnetic
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waves [3,9). Reftering to Tig9, the incident wave ( &; , h; ) is refiected ( €, , B, ) by the ground, as a result
the total field is €, = €, F €,

The total field will ji.luce a current I(M,t) on the perfect conductor wire and the induced current will
generate the scattered Geld ( €, , A4 ). Therefore, the total field in the space is

&B1) = E(R1) + e (P1)
Now by the continuity of the electric field on the antenna OHL, we have
F.EMz) =0
S.[e (M) +eMy]=0
Considering that €,(M,¢) is the result of the induced current on the power line, we get
€M) = L(I{My3))

where L is the integro-differential operat  derived from Maxwell's cquations. Therefore, the integral
equation for the induced current on the pows; line is (3]

R
F.R af R (0 ar
v =2 (s vai J- £ (s5q,7v)dr -
R2 s (01 0) + 3 BSO (()a)
s =" -
F.5 =
0 ol d 5.R a7 g
~5 (sar%0) - v = (s fp) -
R* a1 R 0
-
- =t '
vi “—R—-J oL (sg , ¥)dr t dCo
RS @5y
0

R = [(s—s0)2 + 02}1/2 ., RT = [(s—sg)z + a2]l/2

V= — , tg=1t-R/fv, rl; = r—R'/v
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Fig.7-a : Schamatic illustration showing nuclear explosion in space in raspect to OHL.

A

Fig.7-b : Polarization of incident wave In respect to single conductor ling.
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and the integrations are performed on the wires that model the transmission line. Now rhe resultant
equation is solved by the method of moment in the time domain and the induced currents and voitages on
the wires are calculated [9).

4) Simulation Results :

In this section some simutation results will be presented for illustrating the effects of NEMP on induced
overvoltage in 33 kV OHL. In any simulation procedure, the main goal is to reduce the storage, and
computing time. " hus, firstly thi+ authors have decided to test the effect of line length. For this purpose three
distinct single conductor lines with carth return and the length of 50 , 100 and 200 m hive been examined
(single phase electromaguetic line).

For these lines two cases are observed :

- case 1: both cnds are temuiaated to characteristic inpedance (Fig.10).

- case 2 : both ends are open (Fig.11).

Fig.10 shows the overvoliages of above three single phase lines at sending or receiving ends caused by
NEMP. For deducing these plot it is ssumed thet all points along the line are illuminated simultancously
and electric fiel integral equation (EFIE) techniques has been used for solving Maxwell's equations. It can be
seen that in all three single phase lines (Fig.10), all overvoitages will be eventually damped, It is also clear
that the voltage rises sharply at one end, reaching the first positive peak. For 50 m line, after the other end
reccived wave travells 50 @ with light velocity, the voltuge drops sharply towards first negative peak, which
will be eventually damped. For 100 and 200 m single phase lines, sharp voltage drop towards associated
negative peak occurs at 100 and 200 m respectively. Therefore if the line length is assumed to be infinity,
first positive peak will be s3en, howerer first negative peak will not be appeared.

Fig.11 illustrates the transient overvoltages caused by NEMP for above single phase lines, while both ends
arc open. It can be seen that the first positive peak with sharp rise time is similar for all lines with different
length.

Since for seclection of protection schemes first peak value, aud associated rise time is necessary and
sufficient quantities, therefore for saving compuiing time 50 m ins is selected for digital simulations. Now
suppose 50 m three phase 33 kV distribution line shown in Fig.2. It is assumed that one ecnd is open
circuited and other end is lerminsted to characteristic impedance. Figs.12 to 15 show the induced
overvoltages caused by NEMP for different location of OHL, ip respect to point of nuclear explosion. Note
that in Fig.15 voltage wave appears at the point under consideration with time delay, exactly equal to time
corresponding 10 passing 50 m with light velocity. The results shows that protective schemes such as
arresters, which is capable to protect the sysicm against lightniug stroke, is not sufficient protective device
for protection the nuclear expl

Y &

Conclusions :

By comparing the LIV and NIV, presented in this article, it is concluded that :

- In calculating LIV, the probability of lightning current magnitude in order of 100 10 200 kA is 3.77%
[10]. In this article the above two cases have been examined For b = 0.3, the voltage amplitude ~ould be 850
10 1800 kV respectively.

However it is shown that for b == 0.1 voltage peak would be much higher. The probability of lightning
current magritude in order of 50 kA and higher is 22.3%. If b = 0.3 the voltage amplitude for 50 kA, will be
430 kV [5]. Therefore for current kigher that 50 KA, the induced voltage will be more than 430 kV which is
harmful for distribution lines. The risc time of LIV is about few microsecond.

- In calcelating NIV, it ic found out that the peak voltage would be more than 1000 kV and induced
overvoltage rise time is about few nanoscconds. Although the voltage magnitude of NIV (>1000 kV) is less
than voltage magnitude of LIV (1800 kV in casc of 250 kA lightning current ), but the rise time in NIV is

196

———— - ———-

Y —
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more highly less than rise time of LIV,

- By comparing the results of LIV and NIV it is clear that both phenomenas such as LEMP and NEMP
will bave harmful effects on OHL particulary for distribution and subtransmission systems.

- By installing lightning arresters the OHL can be protected against LIV, caused by LEMP. However
these arresters can ROt protect the sysiem against NIV, caused by NEMP. The main rcason is that the
risctime fn LIV is about few microseconds, while the risetime in NIV is around nanoseconds.

- Due to large pro " developing and third world countries, as well as develope and western nations
in nuclear technology ‘ggest that intensive efforts should be made into research of designing new
equipments to respond ..« NIV as well as LIV.
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Monopole Near-Field Coupling Analysis --
Comparison of Experimental and NEC Results
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ABSTRACT

This paper examines the capability of the Numerical
Electromagnetic Coda (NEC) to predict near-field coupling between

monopoles located on a common ground plane (co-site location). NEC-
computed coupling data are compared to measured data that were
collected in two separat: experimental investigations. The initial

investigation focuses on Coupling between two monopoles mounted on a
flat ground plane at antenna-to-antenna spacings varying between 3
wavelsngths and 02.05 wavelengths (A). NEC dcta generated using an
infinite ground plane (IGP) model are presented for this comparison.
The second investigation examines coupling between monopoles mounted
on an equipment shelter of an Army Command and Control, Communications,
and Intelligence (¢’I) vehicle. Aluminum scale models of the aquipment
shelters were constructed and measursed coupling data were collected for
typical antenna locations on the models (a total of six coupling
paths). All antenna spacings on the scale models were less than one
wavelength. NEC wire mesh models of the top surface (antenna mounting
surface) of the sgquipment shslter were used to generate NEC coupling
values for this comparison. The measured scale model data was compared
to NEC-computed data using both the mesh models and the IGP model.
Coupling data computed using the IGF model compared well with the
measurad data for both the flat ground plane and equipment shelter
investigations. Tha mesh models performed well for five of the six
coupling paths in the egquipment shelter investigation.

INTRODUCTION

Near-field coupling predictions ars an important part of
electromagnetic compatibility (EMC) analyses in which two or more low
frequency, low gain monopole ...cennas are mounted on a single ground
vehicle or aircraft. Also, in these types of analyses, there is often
an uncertainty as to how the limited ground plane area affaects the
impedan e and the coupling characteristics of the monopoles. This
paper examines the capabilities and usefulness cf NEC when used as a
tool for calculating the near-fisld coupling of monopoles located in
these limited ground plane situations.

The usefulness of a computer code is judged by how accurately it

can predict real (massuresd} quantities. In thie paper, the accuracy
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of the NEC coupling predictions were evaluated by comparing calculated
coupling values with msasured data that were collected in two separate
exparizental investigations. The initial investigztion was carried out
using two tuned quarter-wave monopoles mounted on a thin flat aluminum
ground plane. Coupling was measured for monopole spacings of three
wavelengths down to one-twentieth of a wavelength (A). Also, impadance
effects induced by locating a monopole close to the edge of the ground
plane were investigated. NEC coupling data generated using an infinite
ground plane (IGP) model are compared with the measured ground plane
data.

The second investigation involved wm.deling the equipment shelter
of a I vehicle. Thsse vahiclas often have two or more VHF whip
antennas mounted on the top of the equipment shelter in the rear cargo
bay. The spacing betwsen the antennas is typically only a few tenths
of a wavelength at the low end of the VHF band. 5caled box shapad
models of the equipment shelter wvers constructed and coupling
measursuents were made fo scaled quarter-wave monopoles wounted at
various locations on these joxes. NEC wire mesh models representing
the top plate surface (antenna mounting surface) were creatsd and the
coupling data generated with the mesh models were comparad with
measured data. In addition, coupling values obtained with the IGP
model were also comparad to the scale model measured data.

NEC COUPLING CALCULATION METHOD

The NEC code uses network admittance parameters to calculate
coupling between antenna feed ports. The code can calculate coupling
betwesn us many as five antennas; howaver, in this investigation only
the coupling batween two antennas was considered. Any two antennas can
be treated as a two port network and analyzed using network admittance
or Y-parameters (See Figur: 1). In Figure 1, Port 1 is the feed port
of the first antenna and Port 2 is the feed port of the second antenna.
The four variables of interest are the voltage and current at thae faed
port of the first antenna (V,,I,) and the voltage and current at the
fead port of the second antenna (V,,I,). Only two of the four variables
are independent and their linear relationship can be expreased as

I =Y, Vi+¥,,V, (1a)
=¥, Vs X5, V, (1b)
Y, and Y, are determined by setting V, to zexro and are defined as
Il
Yn"vl‘iv,-o (2)
Il
Y,,-Vllv,m (3)

Y;; and Y;; are determined by setting V, to zero and are defined as
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Yu"'—'vz |v,=o (4)
1,

Yor" v, lv=o (5)

NEC determines the Y-parameters ssquentially as shown above. First,
the aser-defined excitation is applied to the feed port of antenna 1
and the feed port of antenna 2 is short-circuited. I, and I, are
derived from the method of moments calculation and thus ¥, and Y, are
deternined. Next, the user-defined excitation is applied to the feed
port of antenna 2 and the feed port of antenna 1 is short-circuited.
Again, I; and I, are calculated and thus Y; znd Y, can be determined.

Once the Y-parametars have been detsrmined, the coupling betwaen
the two antennas is calculated by finding the ratic of the network’s
output power to it’s input power. This ratio can be expressed as

2

sa Lo, Rel¥l |V,
B, " RelT, IV, (6)

V, is the output voltage at Port 2 and Re ¥, is the real part of the
load admittance. V, is the input voltage at Port 1 and Re Y, is the
real part of the admittance looking into Port 1. Equation (6) can be
solved in terms of the Y-parameters and the load admittajnce Y,. By
using eguation (1) and sclving Y, = I,/V, with I, = =V,¥,, Y. can be
expressed as

Y,,Y
Ym-l'u-[-,,‘—i,,’i] N
L 22

Equation (1) can also be used t: express the output to input voltage
ratio as

Yor
Y1+ Y5

(8)

A
Y

Thus, the power gain or -oupling can be expressed as

G=— "L“sz'2 (9)
Rel: i ¥+ 5,2

NEC calculates only the maxinum possible coupling by using a Y, that

maximizes Fguatien (9). This perfactly matched ¥, is found ucing the
Linville Analysis approach ({1],(2). Rdditional loss due to the
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nismatch between the output antenna port and an actual lcad can be
calculated by hand. There are versions of MININEC that allow a user~
defined load impedance to be used [3].

GROUND PLANE COUPLING ANALYSIS
GROUND PLANE TEST CONFIGURATION

All coupling experiments were conductad in a 20'X 16’ anechoic
chanber. The ground plane used was a 4‘X 8’, 1/16th inch thick
aluninum sheet. The monopoles used in the ground plane tests and the
subsegquent scale model equipment shaelter tasts were constructed from
N-typ~ panel-mount connectors and brass rods (0.072" in diameter). A
brass rod was scldered to the solder cup of each panel-mount connector
as shown in Figure 2.

The moncpoles were mounted in the center of the ground plane for
tuning. The length of the brass rod was then trimmed until the antenna
was resonant at 500 Mdz. The monopole used as the transmit antenna was
tuned to an impedance of 55.0 + j7.3 (Return Loss = -21.6 dB) and the
receive monopole was tuned to a similar impedance of 56.1 + j7.4
{Return Loss = -20.9). The measured impedances were determined using
a HP 87527 Network Analyzer. In order to deternine ground plane edge
effects 1 the impedance of the antennas, one of the tuned monopoles
wus sequcntially mounted at locations 0.5\ and 0.1\ from the ground
plane‘s edge. When mounted 0.5\ from the edge, the wmagnitude of the
impadance changed only 0.5% and the phase changed only 2.0 degrees.
At the 0.1A location, the magnitude changed by 9.8% and the phase by
7.9 degress. This result indicates that effects on the antenna’s
impedance, and thus it’s coupling characteristics, due to the finite
ground plane is negligible for antenna locations greater than 0.5
lambda from an =dge. Also, this result supports previous studies that
showed that the location of two antennas mounted on a finite ground
plane had little effect on the coupling between the antennas (4], [5].

The ground plane tast was conducted with both antennas located
along the center line of the ground plane as shown in Figure 3. At the
test frequency of 500 MHz the ground plane is approximately two
wavelengths wide and four wavelengths long. The transwit and receive
antennas were initially located 0.5\ from each edge of the ground
plane. The receive antenna was then stepped in toward the transmit

antanna at either four-inch or two-inch increments. t each location,
the coupling between the antennas was measured using the HP B752A
Network Analyzer. The various antenna spacings ranged from three

wavaolengths to 1/20th of a wavelength. This test insured that the
antennas were never closer than 0.5\ to the edge of the ground plane.
Thus, edge effects on the antennas were negligible and all impedance
changes could ke attributed to witual coupling between the monopoles.

COMPARJISON OF MEASURED AND CALCULATED DATA

In Figure 4 the measured ground plane data is compared with
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calculated values using the Friis far-fiaeld coupling equation and NEC.
The Friis equation is defined as

Coupling=G.+G.-201og (4xd/A) (10)

where,
G, = Transmit antepna gain, dBi
G, = Receive antenna gain, dBi
d = antenna spacing
A = wavelength

For monopoles mounted on a common ground plane there is an uncerta’nty
as to vhat ga'rn values should be used in the Friis sguation. The far-
field gain pat*urns of monopoles vary significantly as a function of
ground plane uize. However, foxr 1line of sight coupling, it was
reasoned that two monopcles on a commen ground plane would be
equivalant to two dipoles in free space. Thus, an ideal dipole ygain
of 2.15 dPi was used for both the transmit and receive antennas. At
some point, as the antenna-to-antanna spacing is decresasad, the
measured data should diverge below the Friis calculated values. This
is bacause the Friis equation has no mechanism for taking into acccunt
nutual coupling effacts. From Figure 4, it can be sean that the
measurad coupling does start to diverge below the calculated Friis
values at a sprcing of approximately 1.2 wavelengths. Also, it should
be noted that Jor spacings betwesn 1.2 wavelengths and 3 wavelengths
+he measured .oupling was somewhat higher (as much as 2.2 dB) than that
predicted by the Friis equation.

The NEC values were cbhtained by modeling two gquarcer-wave
monopoles mounted on an infinite ground plane (IGP). It was hoped that
the IGP model would be valid since it had already besen determined that
antenna impedance effects due to antenna proximity to the ground
plane’s edge were negligible. The NEC calgulated data tracks the
measured date very well for spacings between 1.2 wavelengths and 0.1
wavelengths and is only 1.4 dB lower than the measured value at the
0.05 wavelength spacing. The NEC calculated coupling for monopoles is
identical to dipole coupling for any given spacing. This is because
the impedanta at the monopole’s fead segment is halved relative to a
dipole and therefore the current jis doubled relative to a dipole.
However, tnia coupled current onto the second monopole is alsc doubled
and the relative coupling is identical tc the values calculated between
twvo dipoles. It can be seen that the NEC data merges with the F1 is
curve tox spacings above 1.2 wavelengths.

SCALE MODEL COUPLIMG AMALYEIS

SCALE MODEL TEST CONFIGURATION

The purpose of the scale model testing was to simulate the
coupling batwean VHF whip antennas located on the top nf a S-250 C1

equipmeﬁt shelter. The VHF communications systems in the shelter
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operate over a band of 30.0 ~ R8.0 MHz and scale models that
represented the low and high end of this bond were built. The models
are box shaped and were constructed from flat aluminum plates. The
first model was built to a 1/4.4 scale so that testing at 390 MHz would
be repress«ntative of testing the actual egquipment shelter at 88 Miz.
The uacond nodei was built to a scale of 1/11,67 and war tested at 350
MHz to reprasent tasting of the actual shelter at 30 MHz. Holes for
mounting the monopole antannas wera cut in thrae of the four corners
of the top plate of sach box. The mounting holes are centered
approximataly 5/8" from both edges of a corner. The corner locations
ware .hosen Fkecause they are repraesentative of typical antenna
locatione on an egquipment shelter. The 5-250 box model is illustrated
in Pigure 5.

The antenna locations (on the top surface of the models) are
labelad A, B, and C (See Figure 6). The eslectrical lengths of the
coupling paths arc also shown in Figure 6. The "LB" indicates the
large box dimensions (i/4.4 scale model) and "SB" indicates the small
box dimensions (1/11.67 scale nodel). Antanna-to-antenna coupling from
locations A to B, A to C, and B to C were measured for each box.

NEC MESH MODELING

For tre scale model coupling analysis, NEC wire mesh inodels were
created. G,y the top plate surface (antenna mounting surface) of the
equipment shelier scale models were simulated with the wire mesh. The
rurpose of the wire mesh modeling was to determine if mesh mocels would
predict the mearured coupling more accurztely than the infinite ground
nlane mode) It was fell that possibly the IGP model would not be
appropria®e since the antaennas were mounted only 0.02\ from the corner
edges of the eguipment shelter box models.

& common general guideline for mesh modeling is that the total
sur:.ce a~ea of the wire segments comprising the mesh should at least
e egual to twice the actual surface arsa to be modeled {6]. The total
#’ re mesh surface area can be calculated as follows,

N
A*E 2nxr,L; (1)
a=0
where
A = Total surface area of the wire mesh
r, = radius of the ith wire segment
L; =~ length of the ith wire segment

In addition, it is ganerally recommended that wire segment lengths he
0.1A and the ratio of segment lenyth to segment radius be approximately
eight [?7]. However, it also has been suggested in the literature that
the 0.1\ segment length can be relaxed to 0.25A when modeling areas in
wh' :h the currents do not change rapidly; and that a segment length to
ra  ius ratio of five gives good results [8],[9].

For this study, siXx separate mesh models were created: three to
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represent the top plate surface of the large box scale model and three
to reprasent the top plate surface of the small box scale model. The
segment length to radius r tio was at least five for all cases. The
maximum length of the wire segments used was varied to determine if
this parameter had any effect on the calculataed coupling. It can be
seen from Figure 7 that the top plate surface is slightly longer in the
y~dimension than in the x-dinension. The segments located in the
square portion of the surface (bordered by a bold solid line in Figure
X) all had equal langths which were the maximum segment lengths for any
given case. The additional column of smegments outside the square had
a length of 0.05\ for the large box and 0.02)\ for the small box. It
should be noted that when segument length increases, the number of
segments needed to repreasent the surface decreasss. Also, the total
surface area of the wires comprising the mesh increases as the segment
lengths increase because the segment radius can be increased and still
maintain an acceptable length-to-radius ratio of five. Two times the
actual surface area for these models is 0.78A for the large box and
0.088x for the: small box. All the mesh models have total wire surface
areas that are at least 88% of this racommended guideline. The run
times (in minutes) are for the NEC-2 code running on a WIN 3B6SX 16 MEz
computer. Using each of the six mash models, coupling values for the
three antenna-to-antenna coupling paths (A-B, A-C, and B-C) shown in
Figure 6 were cowmpiled. A summary of mesh parameters and calculated
coupling results is preasented below ::n Table 1.

Table 1. Summary of NEC Coupling Results Using Mesh Models

No. of Max. Mesh Run NEC-2 Coupling (dB)
Box Mesh Seg. Area Time

Modal | Segs. | Len. (M) (A (Min) A-B A-C B-C
lLarge 31 0.200 0.856 0.69 -9.5 -17.8 -9.5
Large 87 0.100 0.729 4.22 -9.3 -17.1 -9.2
Large 161 0.075 0.691 | 12.57 -9.2 -16.5 -9.0
Small 4 0.220 Q0.132 0.23 ~-10.1 -5.5 -10.1
Small 17 0.100 0.110 0.44 ~-8.1 -5.4 -8.7
Small 49 0.500 0.089 1.14 -7.3 -5.1 -7.9

COMPARISON OF MEASURED AND CALCULATED DATA

Figure 8 presents a comparison of computed and measured data for
the $-250 scale model analysis. The NEC wire mesh modeling results are
reprasanted as diamond symbols connected by vertical lines. The
vertical lines show the range of coupling values obtained using NEC
wire megh models 'or the six (three for the large box and three for the
small box) coupling paths investigated in the scale model analysis.

The coupling path spacings for the large box are C.83A (pPath A-C),
0.61A (Path A-B), and 0.55A (Poth B-C). The cowputed coupling for

206




large box paths A-B and B-C varied no more than 0.5 dB for the three
large box mesh models. Coupling valuss obtained for path A-C varied
1.3 dB. The best case ccmputsad coupling values were within 1.0 dB, 3.0
dB, and 2.7 dB for coupling paths A-C, A-B, and B-C respectively.

The coupling path spacings for the srmall box are 0.25\ (Path a-c),
0.18\ (Path A-B), and 0.17\ (Path B-C). The computed coupling for path
A-C varjed only 0.4 dB. The computaed coupling for paths A-B ind B-C
variad 2.8 dB and 2.2 dB respectively. For small box coupling paths
A-B and B-C the computed range encompassed the wuesasured values.
Howaver the best case computed value tor path A-C was 4.9 dB higher
than the measurad value. It also should be noted that the small box
four megment case (maximum segment length 0.22A) constitutes only the
rim of the modeled surface.

Also, in Figure 8, the measursd coupling values from the s=cale
modal analysis are compared to computad coupling valuea using the
infinita ground plane mudel. The infinite ground plane model performs
surprisingly well, giving computed values that are within 2.8 dB of the
measured aata for all six cases.

COMCLUSIONS

The capabilities of NEC for predicting near-field coupling between
monopoles mounted on a common ground plane has been exanined. The
accuracy of the KEC code has bean evaluated by comparing computed
coupling data to measured data collected in two separate
investigations. The first investigation was for two monopoles mounted
on a flat ground plane. The moncpoles ware never closar than 0.5\ to
an edge of the ground plane. The infinite ground plane (IGP) model
predicted the measured data to within tenths of a dB for antenna
spacings between 1.2\ and 0.1\ and was within 1.4 dB for the closest
measuraed spacing of 0.05A. For spacings of 1.2\ to 3.0\ the predicted
coupling was within 2.2 dB of the measured data. For EMC analyses,
predictions tracking measured results this well is generally considered
adequate.

The sacond investigation involved the modeling of an C’I equipment
shelter. Mes!i models having varying parameters were created to
represent the top (antenna ground plane) surface of the shelter. The
mesh models gave computed results that were within 3 dB of the measured
coupling for five of the six coupling paths examined. However, for
three of the six coupling paths, the IGP model produced values that
were closer to the measured data than vere the mesh model values.
Also, the IGP coupling pradiciions were within 2.8 dB of the neasured
data for all six coupling paths. This was surprising since the
antennas on the uquipment shelter scale models were mounted only 0.02A
irom both edges of the cornarga. This resul. would muggest that for
line of sight coupling (even for antennas mounted close to an edge of
a ground plané) the IGF modal will prodiucs good coupling predicticns.
The mesh models do not provide an overall increase in coupling
prediction accuracy fcr these line of sight situatiocns.
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"Development of a High Power Microws /e Susceptibility Simulation
Capability at Phillips Laboratory's Satellite Assessment Center"

Captain Michael L. Zywien, PL/WSH, Kirtiand AFE, NM

ABSTRACT: A comprehensive modeling and simulation capability cumrently exists with Phillips
Lab y's Satellite A Center to assess satellite susceptibility to laser and nuclear threats. A
corresponding  capability to uclerstand space system susceptibility 1o wdio frequency (PF)
clectromagnetic effects is not svailable at the present time. This deficiency in numerical simulation
capability mandatcs almost total reliance on experimental measurements, which can be extremely costly.
Though experiments will always be necessary, a modeling capability can help with the identification and
design of efficeent experiments. This paper presents a plan 10 provide the Satellite Assessment Center
w.th a methodology applicable to a wide variety of space system clectromagneiic effect problems. The
long term goal is 10 simulate an entire threat engagement scenanio in an integrated computer code that
will run on a SUN workstation,

BACKGROUND: Technology sdvances in the materials used to construct aerospace vehicles are of
extreme interest to the defense sector in that we now build stronger yet lighter systems, Coincidentally,
we are advancing electronics at a trerendous rate.  Electronic components are now smaller, faster, more
complex, more efficient, and more capable. More processing of signals is doue at the satellite to enhance
communications, command and data transfer link performance. Unforiunately, these advances sometimes
increase the electromagnetic susceptibility of the electmniu packages, and understanding this
susceptibility is critical 10 hardening c and

Determining the maoepubihty of 2 sale.llhe to electmm:gmuc energy involves 2 quantitative
understanding of three p the envi t in the immediate vicinity of the satellite, coupling of
coergy to the intermal ci:wiuy, and the functional response of the system to the incident radiation.
Military spacc systems must function in high-inteusity ambient electromagnetic environments and in anmy
potential forcign EM threat environment. Taking advantage of Phillips Laboratory's work in the areas of
high power microwave (HPM) source, antenna and component technology, we can estimate an upper
bound on EM space environments that satcllites may face (from & ground threat) over the next two
decades. Coupling, which determines how much energy gefs (0 intedor electronic circuit nodes, depends
surongly on system geometry. If sufficient energy is prevent, local heating can damage clectronic
compaonents. The component functional responses determine how the system responds 1o the radiation and
if the system can continue to perform its mission + 1th d d ct

Candidate program objectives are as follows: to qu:nﬁuuwly predict the RF environment on
spacc systems for given sources, to support iest programs by quantifying stresses on subsystems, to
estimate requirements needed to make a system survivable. .ind to quantify responses and cffects for space
subsystems and sysiems exposed to specified RF environm ats. The environment pmd.lct.mn models wxll
need to treat the source, including antenna radiation patte. ., and the propagation, i
nonlinear, and dispersive effects. For most test support, upper limit bounds are Idequatc for purposcs of
determining simulator requirements, designing or selecting instrumentation, and for initial scope settings,
etc. To evaluate the risk of unacceptable damage by test drives, however, component test data is needed to
suppott high confidence analysis. For hardening support, bounds on the stresses at given points and on
the susceptibility of components and subsystems ase usually acceptable, Survivability analysis will present
the greatcst challenge to the models. To show that a system will survive, bounding analyses can be used.
For cases when it appears that the system will not survive in the bounding sense, the largest uncertainties
nead tn he identified 1o determine if additinnal wrete or analysis will provide results which are meaningful.

: pro
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APPROACH: To provide sin  1tions of EM e.ﬂ'ects several imporiant issues are considered:
tradeoffs between calculations and testin, stochasti ti ng cngagement scendrios, incomplecte
mmmmmcwmmwwmeﬂmwm
accurscy obtained.

In the tradoofl between calculation and test, onc would always prefer a full-up system test,
Unfortunately, cost and sensitivity of satellite systems limit the amount of full system testing that is
normally done, Therefore, system respoase mmst be evaluatad using calculstions and limited compunent
and subsystem testing. Confidence levals increase as the amount and fidelity of test data increases.

All engagement scenarios involve uncertainties. Some factors are uncertain because of lack of
knowledge of sysiem design or design implementation.  We raay be uncertain of our ability to model
oertain factors with high confidence. There are also factors which can vary for a given engagement (c.g.
orbit location, angle of incidence, threst source pointing and tracking, polarizations, etc.). Each factor
must be treated, sometimes in diffetent ways.

mmumwwm.mmwummmmw
sccuracy of the answer, Formmple,heauuﬁmlednﬂuumooda d
proponcni believe they can improve accuraCy by using ve « calculations for specific
subsystems. However, repositioning a single component or common muﬁcumng variations can change
susceptibility predictions by several orders of magnitude. The uncertainty in these detailed models tends
10 incroase as coe goes farther into the system 10 the component level. This is partially duc to the
difficulty of knowing all of the relevant details that should be modeled, and partially due to the accuracy
of the models we use to solve the identified problem.

Assessinent of RF tffects on electronic systems, then, is inherently a statistical process. Given
that adequate data is obtained, device upset can be characterized with a family of stress disuributions
(using poodisess of fit testing) and statistically quantified paranweter estimates can be made. RF damage
characterization based on device fragility distributions might be impractical given most practical testing
limitations (distribution fitting requires extensive data 1o yield adequate results). Thus, it should be
Wmmmmwmity of upset or damage for tested parameters (power levels,
frequencies, pulse widths. exc.) can be given. Any other statements, postulation or interpolation would
have basis oaly in the judgment of the modeler.

In sclecting our approach 10 RF modeling, the needs, projected threats, goals and objectives arc
all carefully considered such that the resulting methodology is flexible enough to handie a wide range of
simulation scenarios. Threat sousce, propagation, coupling and effects calculation are all required aspects
of te ovenll simulation problem. The final 100l must handle any potertiyl RF threat waveform,
propagate this waveform to the target, define the target geometry at the lovel of detail required, couple the
energy to the target vehicle, and determine the probability of effect on components, subsystems and the
mission functions of the system. Statistical variation of each aspect of the engagement must be addressed.

The hasic methodology chosen for this effort is called the Predictive Radio Frequency Effects and
Coupling Tool (PRFECT). The capabilities of PRFECT arc addressed lates in this paper, and the
dependence of PRFECT on a comprehensive effects data base is highlighted. PRFECT uses mission,
threat and system design inputs with effects data 1o help predict susceptibilities and bound uncertaintics.

For a wide mnge of cases, PRFECT handles the entire RF assessment problen.  Source
characteristics are defined as inputs, and energy is propagated using atmaospheric models andd target orbital
mechanics madules.  Coupling to front door paths {antennas) is handled by defining the coupling
characteristics of the anienna or sensor, and then the RF energy is propagated to internal components in
the RF path. Fault or event tree logic is included to the subsystem level anly.

For other problems of interest, additional simulation elements are required. For these problems,
other codes are used and a satellite modelicg tool must be integrated w''h the codes. For full system
impact analysis, additional faull tree logic must be added to supplement what is currently avaiiable in
PRFECT. The specific codes and models chy 1o ! FRFECT are described in the next
section. Each of these codes has been validated for use in sund—l.lonc applications. However, when these
codes are integreted, there will be a ned to validate the singular inicgrity and the integrated methodology.
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MODELING TOOLS

PREDICTIVE RF EFFECTS COUPLING TOOL (PRFECT): The Satellite Asscssment Center will
use PRFECT to support RF component and subsystem analysis. Version 1.0 of this code was delivered to
the Phillips Lab in February of this year. The basis for PRFECT is that assessment of RF effects on
clectronic systems is inherently a statistical process. A statistical analysis of a particular system-threat
interaction seeks to characterize the response by a probability of effect (PE) and associated confidence
intervals. &mlhﬂlhmmywmwnﬂbemdﬂﬁmllﬂmmdomwnzmwwc,
the statistical predictions should p arg dation even if that requires limiting the scope of
the prediction.

Rigorous, physics-based algorithms are ustd in each step of 8 PRFECT assessment. For example,
the well-known far field diffraction pottern for RF antennas is used for the RF intensity profile. However,
the pointing accuracy determines the actual intensity relative 10 the maximum on-axis intensity that the
satellite receives. This pointing angle will vary due to tracking exrors and servo control uncertainties.
Thus, the pointing angle error, and hence the reduction in intensity, is best accounted for by using a
random variable for the error, Other parameters that may vary statistically during an engagesnent are also
modeied using andom variables. IF all variables are fixed for the particular engugement, the user may fix
these parameters and the model will provide a deterministic solution.

A detailed discussion of the degree of rigor of some statistical methods o ly applied to RF
effects and the methods belicved appropriate is presented in Reference 2. This discussion defines the
concept of probability of effect, reviews the features of basic statistical modeling of physical phenomena,
provides exarnple results which indicate the number of test data points required to support various types of
conclusions, discusses data samples and distributions, and reviews binomial tesung and possible
conclusions which may be drawn. A brief sumnury of these discussions is presented here,

Electronic devices will in upsct or damage when exposed o an RF signal of some
power kevel. The variation of the device fragility between different samples of the devioe type defines a
fragility (strength) random vaziable. Thc many scenarios under which the device may experience RF
irradiation also define 8 stressing power random varisble. Symbolically,

PE = P(Strength < Stress),

and the density of the effect randow variable is found as a convolution of the stress and strength, which
may be interpreted statistically as the expectation of the cumulative fragility against the stress. Instead of
fixing specific distributions for strength and stress, one could assume that the distributions are drawn from
specified families of distributions (Bayesian approach) with the defining parameters themselves being
random varisbles digtributed in some manner. However, this expsnded interpretation requites
increasingly complex statistical models, and without substantis] justification for the Bayesian priors, the
analysis reduces to “expert opinion” and is no longer a ngorous statistical inference drawn from measured
data.

A statistical methodology aimed at characterizing a data set begins with the selection of a
distribution function on the grounds that it satisfactorily summarizes the data in question. Goodness-of-fit
tesis provide probabilistic grounds to justify a particular selection. Becaus: of the uncertainty of available
data, a number of distributions may adequately represent the dats.  Of course, general physical principles
¢an also guide the distribution sclection process. Density functions chosen to represent failure processes
must be unimodal, and must be defined for power levels berween zero and infinity.

As an example, assume that the failiure processes are lognormally distributed, and that (given a
random sample of data) specific values for p and o raust be determined. If values are hypothesized, we
now must determine the number of tests that must be performed to reach a desired level of confidence.
This process exhibits increasing accuracy as the number of tests is increased, and also indicates that
statistical statements hased on data sampies of less than a few tens of points cannot have high confidence.

The PRFECT algorithm, much like the ARES algorithm developed by Kaman Sciences, allows
the PE a5 a random variable io be determined in essentially closed form. To calculate P, the algorithm
corvolves the stressing power random variable distribution with the mean cumulative distribution
fur- yon (CDF) chosen 1o fit experimental effects data, Non-linear least squares fining ioutines can




i
|

provide fitting parameters for the CDF and also provide uncertainties on the fitting parameters. PRFECT
is general in nature and can combine numerous arbitrary distributions to generate the power distribution.
In many cases, the power distribution can be represented as a beta distribution.

In PRFECT, there are two options to evaluate the convolution of the power density and the
failure cffects CDF. In the Montc Cario method, the stressing power density is sampled repeatedly, and
the mean CDF is evalusted at each corresponding poini, summed, and then divided by the number of
sample points, yiekling a PE with respect to the mean. In the second method, snalytic expressions or
numerica] representations for the power deasity and mean CDF are numerically intcgrated to yield PE. In
both cases, the power density is also convolved with the 95% confidence CDF's to yield erroc bounds on
PE.

This approach is sensitive to the form of the distribution selected to describe the device failure
characteristics. Without known, quantifisble confidence statements concerning these distributions and
without a rigorous means of evaluating sample-based estimates of required parameters, the attendant
ummmmmdwcunﬂhdmnﬁmhwbwhmhmylmhmemndmmdnwnﬁomun
analysis. These notions explain why many tests are requirod to seloct a distribution with high confidence.

The PRFECT code is being developed with integral tics to an extensive susceptibility testing
program and a susceptibility data base effort. The major goal in tying these efforts together is to minimize
reliance on first principles models. This development approach makes it importaut that supporting data
provide the right information, at the right level of detail, in an efficient manner. The Jevel of detail
necded depends on the: solutions necded and the quality and level of verification of the analysis codes, For
mmplc WaPRFECI‘moddforlhcmphngmananl:nmorfort}uruponse of a certain
semicond np exists.  Suppose, further, that this model has been verisied by test data for
frequency and nmphmde ranges of interest. Thig sub:nodd can probably, then, be used for select cases to
determine values for intermedi eters (or for limited extrapolation) where data is not available,
without seriously impacting confidence in predicted results. In other cases, more direct use of test data
may be required.

Three basic types of data are required for the data base: coupling data, transfer function data,
and "cffects” data, including upset, degradation and damayge characteristics. Coupling data includes all
required descripticns of the interaction of the incident RF signal, proplpunxmsp-oe wuhlhespwecnﬂ
wpmdumanfmwmandchmmuuondlmdthc hicl , on and
inside of deliberate apertures such as receiver elements and sensor optical irains, Transfer function data
includes cverything needed to describe the transfer of RF signal energy from the external coupled
responscs 10 the component level where the effects on the system are usually produced. This could include
propagation inside a signal cable, through an aperture, or through a diode or integrated circuit.  Effects
data should include information which describes the upset (temporary decrease in electronic performance
1o include transient effects). degradation (permanent decrease in performance) or damage (permancnt
cessation of elecuronic funcuion) induced in components or subsystems as functions of the incident stress
parameters.

Test data will usually be available for only a finite number of cases. PRFECT or another analysis
module will often be required to take whatever data 1s available from the data base and perfurm
ppropriate interpolations or cxtrapolations 10 cases of interest.  Results in such analyses must be used
carefully, with proper caveats, and the uncertainty estimate associated with these results would be
expected to increase.

In addition to degradation or damage effect calculations, PRFECT allows the user 10 investigate
the probability of upset. An approach similar to the one described above is used o calculate the
probebility density function for carrier power and thus energy per bit (E,). By determining 2 probability
density function tor the noise density (N,), the ratio of both these random variables provides an estimate of
the bit error rate (BER) for a particular modulation scheme. The capability to calculate a probability of
effect for both degradation and upset provides a unique capability for assessing space system
susceptibility.
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CODE FOR ANALYSIS OF RADIATORS ON LOSSY SURFACES (CARLOS): A more rigorous
EM code is needed to supplemer the PRFECT code in some threat-target scenarios where the incident
fields at e satellite cannot be caluluted using the modules incloded in PRFECT. In these cascs, surface
cur:ent and charge densitics on the vehicle exterior are calculated using CARLOS, converied to incident
power densities, and passed as inputs to PRFECT.

CARLOS is a code developed by McDannell-Douglas (partially fanded by the Electromagnetic
Code Consortinum - EMCC). The code implements the method of moments solution for fully arbitrary
three dimensional scatterers. These solutions are obtained for perfectly condwcting bodies as well as fully
or partially peoetrable ones. The electromagnetic scattering formulation is based on surface integral
equations sponning the entire external surface of the body and the intesnal boundaries betwesn penctrable
and perfectly conducting regions.  The analysis capsbility is extended to boandaries (or surfaces) which
may be characterized by resistive or magnetic sheeis as well as impedance boundary conditions. This
results in a rigorous theoretical formmlation for all of the foregoing classes of problems, with the
computational domain terminated at the outer surface of the scaterer. The development of the CARLOS
software for the various boundary and inderface conditions is carried out in terms of an operator-based
integro-difierentizl calculus, independent of geometry and expansion functions. Hence, the structure of
the analysis and the architectore of the implementing software are genersl. In the present
implementation, planar triangular psich and/oi wire representations are required for all surfaces and
boundaries of the system of interest. Implications of this require:nent for the overall code integration task
are discussed in the next section.

One use of CARLOS will be to find the threat power at the terminals of an ant anz when the
rule-of-{humb madels built into PRFECT are inadequate to modt] the coupling of Lhe threat 10 the anienna
and satellite. 2 -~ther use will be to find the threat power coupled into various systems through
unintended ( ") paths. CARLOS will also be used 10 estimate the cross-coupling bet veen cables
and RF path: «nother use ‘will br o find responscs for antennas or other sensors which are outside
the normal opx. sting frequency bend, and thus not likely to be specified. A final use will be to find the
coupling of thiests W system elements not normally part of an RF system (for example solar arrays and
power cahics).

Because of the complexity of the algorithms which CARLOS uses (0 do its analyses, running it as
part of an interactive PRFECT session is probably not feasible. It will more likely be run in a baich mode
to supply the analyst wi: the desired input information for a PRFECT session. Because of the
computational power limitations of the SUN worlstations, there will be some upper limit to either the
analysis fraquency or the model complexity, and tradeoffs will be required. To extend the frequency range
over which anslyses can be performed, the satellitz model complexity must be reduced or the analysis
must be focused on some subset of the catire system. In soMe instances, only the anteuna of interest
needs 1o be modeled, and it is expected that the usable CARLOS frequency range would then include
typical operating frequencies of the anmenna,

SATELLITE ASSESSMENT CENTER MODELING TOOL (SMT): SMT, developed at Phillips
Laboratory’s Sateilite Assessment Center, provides the capabilit;’ for analysts to quéickiy develop a solid
geometry model of a system.  The graphics editing capsbilities of SMT allow analysts w0 create and
modify solid model representations of complex objects using Combinatorial Solid Geometry, Eleven solid
shapes or “primitives” form the basts for building subsystem or system models, which can be used by
anatysis tocls such @s JAZI0S Heaze, tho SMT models facilitate an approach to modeling the
suscetibility of a ronnst, b, fined sysiem 1o a range of threats.

The solid geometric ciameats fiom which a model of a satellite is built in SMT are not
compatible with the i-iput formats for clectromagnetic codes such as { \RLOS. Therefore, part of the
mtemuu.. cffor’. is o wiite 3 “translator” which puts SMT models into a format compatibke with RF

J

Addirienal m-dification. and enhancements to SMT are also being planned as par of the overall
RF tool intrgration effort. For example, links 1o the RF data basc are necessary in order to associate the
transfer fur~tion and coupling data stored there with a partizular component in the SMT functional
model. Ir addition, new capabilities will Uz necded in the diplay of the existing solid modeling
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info. mation. It will be necessary 1o edit the eatire geomriric model to eliminate some components which
arc oot needed or to extract elements 1o form mew model; with decreased complexity. It would greatly
simplify the generation of an RF model if the display could be constrained by certain physical parameters
of each cicnent. An important con: «aint for RF analyses is electrical conductivity. Al elements of a
certain material or with conductivity greater than a certain value could be displayed, and all other
elements could be ignored, for examnple. An important issue for the use of SMT for RF problems is the
need for additional information which hat .t been needed for laser and nuclear studies, This would
include cable types and locations, descriptions of connector types, etc. In eneral, just more (or perhaps
different) details. These will often be more important than the conductivity factors discussed.

SYSTEM FAULT TREE / EVENT TREE CODES: PRFECT ouiputs the probability of effect from a
given RF threat on a critical component in a particular subsystem configuration. To vnderstand how
individual failures combine in terms of system level measures of degradaiion, a fault tree methodology is
employed.

A fault trec is a graphical model which logically relates a failure top event (e.g. a satellite’s
inability to conduct its designatud mission) to subardinate failure events (e.g. foss of attitude conuol,
clectrical power or communications). The subordinate events are further broken down into successive
failure events until a set of basic events are obtained. Basic events are failure events that arc subjectively
deemed by the analyst as not requiring further breakdown. This usually occurs when the basic cvents
match the level of measured or predicted failure information available to the analyst.

The procedure currently in place within the Satellite Assessment Center begins with the SMT
system model, A utility program is used to process the  geometric description and generate a "straw man”
fault tree that parallels the geometsic hierarchy. From this first cut, the anslyst uses a text file editor to
alter the logic sequence to reflect functional relationships with respect 10 the wp event of interest. Once
the logic is correctly assembled, it is input into a posi-processor along with individuzl elemnent failure
information genersted by an snalysis code (mxh as PRFECT) 1o compute intermediate and top event
failure levels.

The Integrated Reliability and Risk Apalysis System (IRRAS) code grew out of the US
Nuclear Regulatory Commission's need to analyze and quantify the safety of nuclear power plants.
TRRAS *5 an interactive program designed 1o build, maintain, and analyze fault and event trees. The code
is generiv enough to handle a variety of problems associated with aggregating probabilities of failure in
complex systems. Amxng the benefits of IRRAS are a good graphical interface for interactive
manipuliation of both fault and event trees, multiple techniques for analytical quantification, handling of
uncertainties associated with basic failure events, detailed uscr manuals, and low cost to obtain updates
fromn the DNepvrtn L of Fincrgy's reposio: - st Oak Ridge.

I"ve pplication of IRRAS to situations involving exposure (o0 RF radiation is a natural extension
of its orianal vse. First, a citeria (¢.g. some level o device upset) must be established to determine
whether or not ar cvent occurred.  The analyst must then generate a fault tree that considers all the basic
events that could lead (o the top level event. In the RF case, this would inciude all elecuical components
of interest in the system, including all redundsncy and any safety features built into the system. PRFECT
produces an output that is a probability function (PE) for each critical component. To analyze the system
at higher levels. PE functions for each coniponent are input as basic everits to the [RRAS-gencrated fault
tree via keyboard and the [RRAS data base menus.

DATABASE DEVELOPMENT: As discussed previously, directly relevant test data are required to
support any high-confidence model predictions, particulasly for cases where "predictive” results are
required instead of "bounding” results. The objectives for the database development effort are:

- 10 store and ovganize both existing data and new data from experiments

- to allow users 1o easily query the datsbase

- to permit manipulation of the selected data

- to display the selected data

- 10 output seiected data that is in a format compatible with modeling program: such as PRFECT.
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The database system is being deveioped for SUN wovkstations and for a PC eavironment. PC versions of
the datsbese are needed to provide an efficient means of transfering data to users outside the Satellite
Assessment Center. In addition, security considerations dictate that the database handler must run on a
stand-ajone syrtem (i.c. it canndt operate in 3 client-server mode on two systemns). These requirements
inpact the ovenall design/development effort.

The database system is based upon three software components that work together: a database
manager, 8 grephics system, and a special function environment. The basis for the system is a
commercial enviroament, Ingres, that provides necessary data structures as well as a set of development
wols such as form generstors and report writers that are critical in reducing development time and
enhancing the quality of the dstabase. The database will store text, numeric data, images asd arrays. and
includes an cxiensive security facility that is important in view of the many types of data and the wide
variety of uscrs expected to employ the system. A commercial graphics paciage, GnuPiot, is used for the
graphics component. Special functions (written in C-++) are required to provide capabilitics appropriate 10
the susceptibility database that cannot be implemented within the datsbase or graphics components.
These spocial functions permit capabilities such as calculation of statistics, Fourier transforms, and digital
filters, interactive definition of curve fits 1o data, or sclection of some portion of a displayed data set.

The database is being developed in phases. The fint phase will ad ess design and
implementation of the basic code structure and functional capebilities. To paraiicl the PRFECT
development, initial emphasis is given to in-band communications system daia. The second phase of
development will involve augmenting the software capabilities with additional graphics flexibility, and
additional functions t5 represent data sets. During cach phase, features will be checked out using database
user interfaces as well as the analysis module interfaces. This helps assure that the datsbase and the
analysis module are property compatible,

MODEL OPTIMIZATION CONSIDERATIONS: The form and detail of the required system model
will be highly dependent on the particular application of the integrated RF analysis tool. For example, if a
ground-besed mictowave source “front-door”, in-band engagement with a satellite’s command link is 10 be
modeied, a functional model of the command link in PRFECT is all that is required. However, for a
“back-door” analysis, necessary for survivability problems, a modei that captures all the "significant”
aspects of the system must be used The “right* RF model, then, is highly dependent on the particular
application for which the mode! is intended and on the computer resources available to run the model. In
using the CARLOS code, for example, the fineness of the model grid has a direct impact on the
simulation run time and memory requircments.

There are several rules-of-thumb for RF modeling which will need to be observed as geometrics
are created for CARLOS. First, as a lower bound, there should be approximately 10 segments of the
model per wavelength for wires, and 100 segments per squarc wavelength for surfaces. For a given
faceted model, this 'will limit the highest frequency at which analyses can be performed.  Second, there
should be enough segments to ~dequately represent the normal spatial variations of current.  Third,
segmenuation sh~1ld be finer on the parts of the model where the analysiy iz “ocused (though it is not
always safe w grid finely only near the point of interest). Finally, while it is tempting to use increasingly
finer scgmentation to produce better results, this can impact the accuracy of the solution by, for example,
violating some basic assumption of the analysis code (c.g. modeling a “thin” wire as a stack of poker
chips). Therefore, the judgement of the modeler will be a critical factor in the setup of each problem.

One of the goals of this program is to use SUN workstations as the computational platform for all
RF analyses. This may prohibit certain types of analyses (c.g. large satellite models at high freq; )
It may be necessary 10 gain access (o mainframe or supercomputing platforms from time to time to
perform all desired analyses. It is hoped that the general growth in capabilities of workstations will make
the use of mainfra the ption rather than the rule. However, it is expected that access to a more
capabic computational platform will be needed in order to handle all kinds of problems likely to be
encountered.
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VALIDATION: Each of the codes presented in previous sections (with the notable exception of the
developing PRFECT code) has been validated to some degrec for use in stand-alone spplications.
CARLOS has been tested against benchmarks defined by the EMCC, SMT is being used now for various
laser and nuclear suscrytibility stacdies. IRRAS has been tested by the NRC. However, whea these codes
are combined into an integrated RF effects assessment capability, there will be a need 10 validate that each
piece of code maintaing its integrity singly and as part of the integrated package.

Analytic verification of the cormoct operation of FRFECT can be done on throe levels. First, for
chains of elements with 5 limited combinstion of probubility density functions, a closed form solution can
be obtained. Second, for 2 much mare general combination of density functions, 2 numerical result can be
obtained using another code such as Mathematica. Third, for very complex chains, 3 Monte-Carlo
simulation can be run.  The results from PRFECT can be compared with the results from any of these
three methods to verify the coitect operation of the planned mathematics. To verify the accurscy of
PRFECT results for a given problein of interest, there is no substitwe for test data. If proper (est scenarios
can be defined such that data is directly applicable to the level of detail appropriate to the model, a
comparison of PRFECT output with relevary test results should be made. For example, a test with a plane
wave source incident on an antenca coonected 10 & receiver subsystem could be performed.  Measured
results could then be compzred W PRFECT calculations.  Such &sts are planoed for the validation effort.

Specific (ests are also planned 10 support validation of the CARLOS software to the coupling
application. Th: DMSF command antenna is currently being modeled, and computed patterns and
coupling characte: istics will be compared to measured nesr and far field pattern data.

Proposed changes io SMT are principally in the development and display of models. Verifying
the cormect operation of the code will consist of creating. displaying, storing, retrieving and editing several
saicllite models. Verifying the correct operation of the code used to tmnslate SMT geometry into
CARLOS input format can be accomplished by cresting some simple goometric models in SMT. These
models can then be converied to the CARLOS ioput formst and manuzlly checked for correctness.
Finally, the models can be run through CARLOS to desermune if the expr: tod scattering propertics are
correcily resolved. These scattering propertics are well known for simple shipes ach as spheres, boxes
and wedges. However, reliable indications of the accuracy or adequacy for real problems will requirc
validation with realistic experiments. Test plans arc currently being developed and several candidatc
facilities are under evaluation,

SCHEDULED AVAILABILITY OF INTEGRATED CODES

Integration planning, vode acquisition and evaluation, and PRI ECT ocode development were
initisted during FY93. Version 1.0 of the PRFECT code, which concentrales on communications
subsystesn modeling, was delivered in February 94, Code integration work has begun, and the goal is to
provide an initial on-line capability with User's Manuals by the end of CY94. It should be noted that the
modeling tools described in this paper are designed for narrowband (CW) sources. The treatment of
broadbend effects will require significant modification (or substitution).
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Test Fidelity in Anechoic Chambers

Clifton Courtaey and Doaald Voss
Voss Scientific

416 Washington St. SE
Albuquerque, NM 37108

Absiract - Anechoic chamber susceptibility and vulnerability tests of electronic systems to
high power microwave (HPM) must achieve radiated electromagnetic fields that mimic uniform
plane-wave illumination to simulate battlefleld conditions. Unfortunately, these conditions are
hard to achieve for large targets with multiple points-of-entry, such as found on aircraft. RF
measurcments of the electromagnetic field in the chamber prior to a test are often impractical,
and electromagnetic modeling tools and software are often incapable of integrating the many
computatioos] tasks required. In contrast, this paper describes a new, Windows-based compu-
tational tonl designed to rapidly assess HPM test fidelity in anechoic chambers; the software
described here performs all computations required to assess the fidelity of anechoic chamber
tests.

I. Introduction

Susceptibility and vulnerahility tests of electronic systems (assets) to intense electroniag-
netic environments are often conducted in an snechoic chamber. Although such tests are gen-
erally the most convenient way to determine system susceptibilities, one must ensure that the
electromagnetic (EM) environment within the avechoic chamber is a reslistic representation of
the EM environment to which the asset will be exposed. Typically the scenario of interest is
the exposure of systems to uniform, plane-wave illumination. Tests conductied with an incident
field that is a poor appraximation to a uniform plane-wave over the test volume, particularly
at point-of-entry (PoE) locations, may generate misleading or useless data. Poor test fidelity
can occur when any of a number of non-ideal effects become important. Non-ideal effects in-
clude: (1) reflections of the incident radiation from the walls, floor, and ceiling of the chamber
(denoted “primary reflections”); (2) rrflections of the incident field from the target, followed
by further reflections from the interior of the chamber (denoted “secondary reflections™); (3)
cross-sectional variation of the incident field (amplitude, direction, and phase) within the test
volume due to the proximity of the antenna to PoE’s; and (4) variation of the radiated power
density with distance from the antenna.

Convenient and easy to use, the Windows-based Test Fidelity in Anechoic Chambers
(TFAC) software provides test personnel with a cepability to rapidly calculate a single figure-of-
merit which indicates the degree to whach wall refiections, antenna pattern, test asset plu ement,
and antenna radiation characteristics affect overall test fidelity. Over a user defined volume or
intereat TFAC calculaies a test T-factor; an indication of the departure from plane-wave ron-
ditions of the total ficld incident on PoE’s. To determine the T-fuctor figure-of-merit TTHAC
rigorously calculates the incident nesr-zone radiated field of wire antennas (via a method of

220



moments solution method), and rectangular and conical horn antennas (using experimentally
validated aperture integration techniques). Also, by incorporating extensive absorber reflec-
tivity messurements and a low frequency scattering model, TFAC implements two absorber
scattering models; a specular scattering model is most appropriate &t low frequencies, while a
non-specular scattering model better expreases the abeorber scattering properties at high fre-
quencies. In addition, TFAC utilizes the NEC-Basic Scattering Code to determine the secondary
scattering from the test asset, to the absorber covered enclosure, back to the test asset.

This paper will present an overview of the Test Fidelity in Anechoic Chambers sofiware. It
will first describe some of the issues associated with anechoic chamber tests, next present a sum-
mary of the antenna modeling capability of the software, discuss the absorber scattering models
implemented in the program, highlight the graphical user interface used for asset selection and
poeitioning, and finally describe how the Numerical Electromagnetics Code - Basic Scattering
Code (NEC-BSC) is used to determine secondary scattering. A definition for the T-factor, a
scalar test fidelity figurc of merit, and a discussion of its use are also given. Finally, the paper
will conclude with a sample calculation of frec field radiated field and associated T-factor.

II. Overview of Anechcic Chamber Test Issues

Test jidelity in this context is the ability of a test, or simulation, to reproduce plane-wave
conditions. One must consider a number of important issues when planning or conducting
tests in an anecheic chamber. Unambiguous descriptions of these issues will help clarify .he
discussion that follows. Consider the situation depicted in Figure 1. Here the test asset (a
missile in this case) is located in the main beam of the source antenna. Ideally, the asset test
volume, the region of space occupied by the asset, would be subjected to an incident plane
wave. However, non-ideal effects can prevent the realization of plane wave conditions in the test
volume. Non-ideal couditions include:

1. Primary reflections - refleciion of free-field radiation from the absorber covered surfaces of
the anechaic chambers.

2. Secondary reflections - reflections of free-field radiation from the asset, followed by further
refiections from the absorber covered surfaces of the anechoic chambers.

3. Cross-Sectional Phase and Amplitude Variations - due to the praximity of the asset to the
source antenna, phase, amplitude and polarization variations of the radieted E and H free-
field of the antenna will exist acroas cross-sectional planes perpendicular to the direction
of propagation.

4. Power Density Variations - again, due to the praximity of the asset to the source antenna,
inverse square law power densily variations will exist along the length of the test asset.

The term free-field is used to mean the radiation from the antenna in free pace, while points-

of-entry will be used below to indicate areas where EM energy can gain acoess to the interior
of the asset.

Iterns 3 and 4 above are usually the dominant factors in compromising test fidelity and are
a consequence of the close proximity of the antenna and test asset. For well designed chambers
items 1 and 2 are generally of less consequence, unless tests are conducted at low frequencies
where the absorber can become highly reflective. Figure 2 presents a qualitative assessment of
the relative impact on test fidelity of each mechanism as a functin of frequency. It indicates
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that absorber scattering is of most concera st lower frequencies, while cross-sectional plane wave
departures are most dominant at higher frequencies. Power density dependence on distance from
the antenna is shown to be of concern at all times, especially for assets with extended (axially
long compared with wavelength) points-of-entry.

I0. TFAC Field Computation Capability

To assess the impact upon test fidelity in anec' oic chambers of items 3 and 4 above, the
TFAC software must compute accurately the radiated near-field of the source antenna, primary
scattering from the absorber covered walls, aud secondary scattering from the test asset to the
absorber covered walls and back. This section reviews the TFAC computation capabilities for
each of the above.

Auntenna Radiated Field Computations

Since the antenna used in a test depends on the type of test being cinducted, and the
source being used, TFAC computes antenna near-fields from rectangular and conical aperture
antennas, and a number of common wire antennas, User selections and antenna parameter
inputs are accomplished through dialog boxes accessible to the user under the Anienna field
of the program’s main dialog box; Figure 3a depicts the dialog box for = rectangular antenna.
Further specification of frequency, mode and power are accomplished under the Drive field;
Figure 3b illustrates how the program depicts the field structure of a conical horn antenna
when driven in the TE;; mode.

Computations for aperture antennas are prefaced by a description of the physical geometry
of the antenna and feed waveguide, specification of the dominant mode, frequency of operation,
and total radiated power. Calculation ot he radiated fields are then made using a technique
similar to the Stratton-Chu technique [Kef. 1). These calculations have been experimentally
showa to be accurate to within fractions of a dB for values of E and H, both magnitude and
phase of all components, in the radiating nearfield. If a wire antenna is used, test personnel
specify the general type of wire antenna (log periodic, yagi, dipole array, and dipole antennas
are currently supported), the physical dimeusions, operating frequency, radiated power, and
for some types, the gain. TFAC then constructs a thin model of the antenna, formulates
an impedance matrix description via the method of moments [Ref. 2], and solves for the
corresponding antenna current distribution. Radiated fields are then calculated from the current
distribution in the usual manner.

Primary Scattering Computations

To compute primary scattering from absorber coverad surfaces, TFAC first determines the
reflection coefficient of the metal backed pyramidal absorber as a function of frequency, angle
of incidence, and polarization. The low irequency reflection coefficient, where the pyramids
are less than A/2 in height, is determined from an analytical model [Ref. 3], while the high
frequency reflection coefficient is primerily found from experimental measurements. Then TFAC
computes the magnitude of the radiated field incident on the wall. Two absorber scattering
models are used: The first assumes a specular scatiering mechanism and is most accurate in
the low frequency regime. For this model only the field incident on the specular point of the
wall (determined by the chamber geometry and the specification of the points-of-entry) need be
determined. The second model assumes the energy is scattered back isotropically (applicable
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for high frequencies) and requires the computation of the incident field at many locations on
the walls of the chamber. The maguitude of the field due to primary scattering that arrives
in the test volume is then compared with the direct incident field and a determination of the
impact on test fidelity made.

Secondary Scattering Computations

Due to the size of the scattering surfaces of the asset and the path lengths involved, the
significance or impact on test fidelity of secondary scattering will, in most cases, be minor.
However, since the asset is typically located in the main lobe of the source antenna, the secondary
scattering can be comparable to the primary scattering wheu asset scattering centers and points-
of-entry are located close to chamber walls. The NEC-BSC [Ref. 4] code is used to help TFAC
accounts for secondary scattering mechanisms. NEC-BSC computes the near and far zone field
of antennas in the presence of scattering structures. It exists as an element of a dynamic link
library (DLL) and called as a C function from TFAC. Asset selection and positioning, via a
Windows dislog box, enables TFAC to construct a NEC-BSC input data file that describes
the experimental arrangement. NEC-BSC computations thean yield the scattered field incident
on the chamber walls. Since directional information is not available, TFAC uses the isotropic
scattering model and propagates it toward the points-of-entry (properly accounting for distance
dependence of field strength) to determine the level of secondary scattering relative to the direct
incident field.

II1. T-Factor and Determination of Test Fidclity
The primary test fidelity figure-of-merit is the T — factor [Ref. 5]. This scalar quantity
is easy to calculate, and expresses amplitude, phase and polarization deviations from a plane
wave. It is defined as (Eurs ()7 2H,. ()2
Lisd r + ,1 Lisd I
T(xr) = 1
)= TR+ I, ()P @

where the error field (for the electric field) is E,yy, = E—~E,;. The terms E aud E,; are the true
field (rigorously calculated as described earlier) and the plane wave construction at the obser-
vation point. The plane wave field, E,,, is a best fit field formed from the Poynting vector (to
avoid bias toward the electric or magnetic field) which is calculated at a user specified reference
position and propagation direction. For example, at a reference position ry and direction z, the
plane wave E-field is:

Ept = Emey /*(RIEp1e| + ¥ Epic )/ |E| @

where the components used sbove are
Epie = 5 (Bu(ro) + 1y (r0) (3)
Epy = %(E.(ro) =0 «(ro)) (38)

and the magnitude of the electric field is Ema, = (7]Re(E x H)})!/%. The phase ¢ is given by

¢ = [IEpis] P(Epte) + | Epty) ph(Epty)]|/ [IEusl + [ Epy ] )
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The function ph(-) takes the phase of its complex argument, similar definitions apply for the
maguetic fields. The T' — facior is the average energy density of the error field to that of an
ideal plane wave; for perfect plane wave simulation conditions T = 0. TFAC will calculate and
plot the value of T' at any user defined point, line, or cross section.

IV, Example
In this section we demoustrate the use of the test fidelity software by a brief, and simple
example of the computation of the T — factor. Consider a standard gain rectangular hom
(G ~ 16.2 dB, A = 0.208 m?) operated at 1.41 GHz. At 6 m directly in front of the horn, the
T — factor in a 0.25 m? cross-sectional plane is calculated aud displayed as shown in Figure 4a.
Making the somewhat obtuse assumption that the E and H ficlds are related simply as in tke
far-field (to enable us to unfold the T — factor, we can show

(1-VT) < |Bf < (1+VT)". (5)

Study of Figure 4a shows that T’ < 0.1 across the 0.5 m x 0.5 m area. Then, use of Eq.
(3) reveals that the power density can vary instantaneously by more than § dB over the ares.
Figure 4b presents the computation of T' at 12 m (approximately the antenna far-field) directly
in front of the horn across a 0.25 m? cross-scctional square plane. For this case, T < 0.02,
which indicates that the power density can vary instantaneously by 2.5 dB over the area. A
geueral rule of thumb is that if T < 0.02 across cross-sectional areas that cover points-of-entries,
then instantaneous power density vanatiou across points-of-entries will be less than 3 dB. In
addition, numerical experiments will show that at distances close (in terms of wavelengths) to
the source antenna, test fidelity can be maintained over small cross-szctional areas.

V. Summary
Many times, tests conducted in anechoic chambers strive to achieve plane-wave conditious

over extended upatial areas. The Test Fidelity sn Anechoic Chambers software program provides
test personnel an ability to rapidly and accurately determine the electromagnetic environment
in which a test asset is placed. The impact on test fidelity (the degree to which the simulztion
approximates a plane wave) of test asset proximity to the antenna, and scattering from absorber
surfaces is expressed as a simple scalar number. Prior assurance of good test fidelity reduces
test setup efforts, and ultimately lends confidence in the experimental results,
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Figure 1. Direct, primary, and secondary illumination of test asset. The test asset is
exposed to direct illumination from the source, (primary) reflections from the ahsorher covered

! walls of direct illumination, and (secondary) reflections of direct field incident on the asset,
scattered to the walls and reflected back to the text zone.
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Figure 2. Relative importance of perturbations to test fidelity caused by anechoic chamber
reflections and radiating near-field effects versus frequency.
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Figure 3. Dialog boxes for descriptions of aperture antennas: (s) rcctan.gulu: aperture phys-
ical dimensions and driving waveguide; and (b) conical antenna mode specifications, frequency,
and output power.
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Figure 4. Contout graph of T — factor for a standard gain horn operated at f = 141 GH::

(a) T over a cross-sectional area 6 m in front of the born on boresight; and (b) T over a
cross-sectional area 12 m in front of the horn.
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An Investigation
into Alternative Construction Techniques
to Reduce Shielded Room Resonance Effects

Bruce Archambeault Kent Chamberlin
Digizal Equipment Corporstion University of New Hampehire
Introduction

The noed to measurc cloctromagnatic fields accurately is greater than ever before in industry.
As computers and their associsted devices increase in speed they tond to increase the polhrtion
of the electromagnetic specaum, while the reliance on commumication devices requiring 2
quiet spectrum is increasing. 1t is no surprise that manufacturers spend enomnous amounts of
moncy 1o build shiclded roams with sufficient absorber maierial so they can meet the test facil-
ity requirements of the Federal Communications Cou unission (FCC) while eliminating the am-
bient signals that could case measurement Maccuracics.

This paper discuszes a new construction tochnique that, whew combined with a reduced amount
of absotber material, can greatly reduce the cost and size requiresnents of such anechoic
shiclded rooms. Modeling is used to verify the room's performance.

Background

Typically, EMI est labarstories have litde choice in the test site type. They can either build an
open arca test site (OATS) or a shiclded anechoic room. An OATS is much less expensive to
build than the shialded mmechoic room, but requires the user to deal with poor weather condi-
tions and an intiugive cleciromagnetic smbient. 1f 8 wood or plastic enclosure is placed around
the test site, then extra care (eaning exua expense) must be used to msure the materials do not
aliow small amounts of reflections which could render the site unacceptable to the FCC. (The
FCC requires a measurement unocertainty of less than 4 dB.)

Shielded rooms offer protection from the weather environment as well as the electromagnetic
enviromment. However, the metal walls allow reflections which resulz in resonances. These
resonance froquencies are detennined by the conmructon dimensions and can result in typical
measurement mnoertainties of at loast 40 dB. [1] Placing anechoic sbeorber material on the
walls reduces the Q of the room, and can greatly reduce the measarement uncertinty.

Since measurements for the PCC (and other commercial standardi) are typically a¢ distances of
at least 3 roeters the construction costs associsted with the shiclded snechoic room is nommally
in the s1ea of $1 Million. The shielded room must by large enough to include 6-8 feet thickness
of the ahsorber material on all the walls and ceiling making the shielded room much larger then
would nommally be required to provide the 2ame working space (heoce par of the exira cost).
The sheorber material is quite sxnensive and can often be a2 Least half of the total yoom costs.
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Approach '

Since the room resonances arc due 1o the physical parametess of the shielded room, this work
changed the most basic assumption, that is, the room must be rectangular. The walls were
made 10 be non-parallel (by varying degrees) and the effect upon the room resonance frequen-
cies was observed. Smull anyowits of absorber material were addod to observe the effect upon
the measurement uncertamty.

The Finite-Difference Time-Domain (FDTD) modeling technique was used to model the
shiclded room with nou-parallel walls (with snd without the absorber material). A two-
dimensional mode] was used to reduce the run time and memory requirements. The FDTD re-
sults were compared to the closed form solution for the rectangular case.

Rectangular Room Resonances

A rectanguler caviry has resonant frequencics which depend upon the the three lincar dimen-
sions between the paralle] walls. Egquation (1) is given in [2] to determine these msonant fre- |
quencies. Since the analysis was to be performed in only two dimensions, equation (1) was re-

duced to equation (2).
PRE0y = ot/ (%) + () + (%)
PRl = e (2) + ()’

The resonant frequencies of a 2-D cavity with dimensions 3.024 meters by 1.89 meters were
found using both equation (2) and FDTD. The results arc shown in Table 1. There was good
agreement between the two approaches.

One of the disadvantages of using FDTD to determine resonant room characteristics is its ten-
dency to repon infinite Q's (since the walls are perfect electrical conductors). Naturally, before
an infmite Q can be found, the model must run for an infinite amount of time as well. The
model must alzo run long enough for all the resonant frequencies to be found. The question of
the best trade-off berween accuracy of the Q and the long run times noeded to be settled.

The run time: neoded for the FDTD mode! was determined by nsing different run times and ob-
scrving the response over su area.  Figure 1 shows the basic mode] geometry. The FDTD
model was ron for 10,000, 30,000, 50,000, and 100,000 time steps. The maximum received
spectral signal swength over all the monitor points is shown in Figure 2 for the various run
tmes.

From the response in Figure 2 it was determined that 30,000 tme steps was sufficient to allow
the resonance to develop. Although the Q may not be absolutely correct for the non-coated
walls, the measurement uncertainty was at least 20 dB, which is much more than aliowed. As
the absorber material is addod to the walls the Q of the room will be lowered significantly and
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the run time Deed ot be as long. This is verified later in thir report.

Table 1
Resouant Frequcncy Comparisen between Techniques

Mode FDTD Balanis
1 955 MHz 93.5 MHz
2 1314 MHz 12¢ ) MHz
3 1725 MHz 168.5 Mz

4 192 Mtz 187 MHz

5

6

7

219.7 MHz 2174 MHz
2464 MHz 2429 MHz
2602 MHz 257.7MHz

Anechoic Absorber Material

The anechoic absorhr: material used in most shielded rooms is a carbon loaded foam. It is most
often pyramidal shw sed. The bulk conductivity has been detenmined at the National Institute of
Standards and Techuology (NIST) empirically [7] and verified by others [8]. The conductivity
was found ro vary as a function of frequency less than an order of magnitude. Since FDTD is a
tme doanain techimique and a wide bandwiith Ganssian shaped pulse was used, the model for
thcmmnm'almndnaivirqunimdiﬁnglevduc. The average absorber conductivity
across the frequency range was used (5 x 107 Siemens).

The thickness of the absorber material wa. varied (as described in the next section) and a
stairstep approximation for the trisngular cones was used in the FDTD model.

Evaluated Models

It was desired to create & shiclded room with encugh usable space to allow testing 2t 2 disiance
of 3 meters, including the space needed for an intemnal tumtable with a large equipment-under-
test (EUT). Figure 3 shows 2 graphical representation of the desired room and the various
spaces allowed. The resalt was a room overall disnension of 18 x 33 feet. Note if the 8 foot
thick absorber cones were used, the overall dimension would be 34 x 49 feet.

The Toon war then scaled down by a factor of 4 to allow sufficien resolution ¢ the FDTD
model without crearing a huge computational domain  The final room din ensicn was 1.89 x
3.024 meters.

£\ series of room shapes were then analyzed.  These shapes are shown in Figure 4. Note that
oaly in one case were there any -sarallel walls.

Anechoic absorber was sddex ch of the rooms i thicknesses of 1, 2, 3,and 4 feet.
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‘The goal was to redice or eliminate the messureoent uncenainty scross the measuorement area.
That ig, if the EUT (as a source) was moved slightly within the measurement area, while keep-
ing the total distance between the EUT and the receive sntenna constant, then the messured sig-
nal strength should remain coostant. Since the FDTD model contsined a mumber (50) of moni-
tor points arxl one sousce (the reciprocal probiem), then the difference between the maximum
and minimum signal strength across the frequency range shoald be the same as for an OAFS.

Model Results

A oumber of different cases were modeled. Table 2 shows the reference name for each case,
and their associated parametees. As mentionod earlier, the minimnm and msximum spectral re-
sponse for each case was desemiined. An exmuple of the Lsge varistion between a rectangular
routn with 0o sbeorber (Case RC108) and the muxinmum noo-rectangular room with the 4 foot
thick abeorber maserial (Case RCl4e) is shown in Figure 5a and 5b, respectively. Both the
moenitor maxizmn and the monitor mindeem is show. for both cases. Note the large revonant
effects at the resonant frequencies througbout the frequency range in Figurr. 5s and the neardy
flat response in Figure 5b,

Once the post-procesting war completed, only the difference between the monitor maximuem
and the maonitor minimam was considered.  Fagures 6 through 10 show the same parsmeter for
the various non-peraliel wall rooms.

As can be scen from Figures 6 through 10, the absorber material has a much greser effect
when the walls of the room are not perallel. In fact, the greater the angle of the walls, the
greater the effect of the absotber material.

Conclusions

The use of non-parallel walled shielded rocms can reduce the ammount of RF ahorber matesial
required to reduce measuremen uncertrinty. A relatively muodest amournr of absorber waaterial
can be used (on the oxdex of 4 feet rather than the typical 8 feet thick), thus reducing the overall
construction cost through redaction on the amount of sbsarber material purchased, the size of
the basi~ sinelded room (needed to maintain 2 utsi ‘= intemal space), and the area required 10
house the facility. The room response is very slowly varying with fraquency with this modest
amoum of absorber thickness in a non-parallel room, snd so further reduction in measurement
“ncertainty can be realized by using a calibrated 'room corection factor' in all measurements.
This correction factor could eliminate any further variarions in measured regpoase as a fanction
of frequency, since the response is slowly varying.

Suumary

‘This paper has usad the FDTD modeling technique to model the efiect of non-perallel walls in a
shielded enclosure on the room's resanances and therefore on ifs messurement uncertainty.
Small amonnts of anechoic absorber material can be used 1o great advartage compared to the
nomnal requirements for rectangular shielded rooms. This resuilt allows a grest reduction in
Ackmowledgments
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Table 2

Description of Modeled Cases
Reom # Absorber Case
Thickness
1 DODE Case RC10A
1 I Caze RC10B
1 2 Case RC10C
1 3 Case RC10D
1 4" Case RC10E
2 nooe Cuse RCI1A
2 1 Case RC11B
2 2’ Case RC11C
2 3’ Case RC11D
2 4 Csse RC11E
3 none Caze RC12A
3 1 Case RCIZB
3 2 Case RC12C
3 - 3 Case RCI2D
3 4 Case RC12E
4 none Case RC14A
4 1’ Case RC14B
4 2’ Case RC14C
4 3 Casz RC14D
4 |4’ Case RC14E
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Electromagnetic Interference (EMI) Susceptibility Analysis
of an Airborne Phased Array Antenna System

Frank E. Walker and Scott L. Badger
Boeing Defense & Space Group; Seattle, WA

Abstract

This paper describes the results of two spproaches to approximating the susceptibility of an
airborne phased array system to el=ctromagnetic interference (EMI). Simple models were used
in an attempt o dcvjop a "quick-look” capability to determine the gross coupling of threat-level
electromagnetic (EM) environmeants into the anienna system. In the first case, NEC-3 was uscd
to approxunate external field coupling into the system by modeling the antenna as a half-wave
dipole into & 50-ohm load. In the second case, external-to-internal field, internal ficld-to-wire,
and interna! ficld-to-antenna coupling approximations were made with [EMCA.P!

These ing apyroaches could provide the program engineer with a tool to ?proximatc
EMI cffects. However, their application is Lmited because of the detailed modeling
requirements necessary in order to avoid errors induced by approximations and implifying
assumptions. Accurate external-to-internal field coupling was pot calculated in this analgis due
to detailed modeling requirements that w: -¢ beyond scope of this effort. A
model was sufficient 10 calculate airframe sarface currents but requires further refinements of
tuselage apertures to predict internal field strengths. Externsl-to-internal field oouph"tvxﬁldata are
needed to in:ip'm the internal field estimate 1n the JEMCAP model. Again, this require
more detriled modeling of the aircraft airframe or EM eavironmental test measurements, which
is time consuming and costly. Such detailed modeling and testing are often beyond the available
resources of the program engineer for estimating purposes.

Introduction

Preliminary EM coupling estimates are necessary to determine EMI effects on an airbome
antenna system. The system design engineer cau determine EMI cffects on System elements
from known system susceptibility parameters using approximations of coupling from external
EM environments. Recent studies have been conducted to learn more about the susceptibility
of antenna elements t0 RF interference. 2345 From the system engineering point of view, it is
desizable to be able to quickly and easily approximate the effects of new EM cavironments as
they are identified. Extensive EMI analysis may be required to guarantee the integrity of a

complex system in a hostile EM environment.$

In this effort, the computation of EM environments couﬁling into a typical phased array
antenca elerent and into internal system ports was modeled to demonstrate the analysis
approach. 1:¢ modeling was not based upon actual system parameters but rather general
approx:mations were used to allow reasonable simulation of a system. For a real array system
configuration, the transfer function of the specific antenna elements, both in-band and out-of-
band, can be calculated from actual system parameters. The roach to medeling EMI
coupling depends on the type of element into which the RF energy will be coupled.

NEC-3 Modeling of External Field-to-Port Coupling
We have chosen, for this simple analysis, a hali-wave dipoic 1o . iodel the antenna slement.
The dipole is S-cm long, making the fundamental frequency 3 GHz. It is modeled as a 50-ohm

center segment loaded thin-wire dipole with varying numbers of segments in a NEC-3 model file,
as shawngx':ﬁgurc 1, for a method of momcnrs‘:ymmg'sis.
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Corter segment loaced 10 $00
Figare 1 50 ohm Half-Wave Dipole Antenna Element Model,

The number of segments varies with frequency because NEC-3 has numerical difficulties
with segments that are extremely short in terms of a wavelength, and NEC-3 is not as accurate
with segments that arc much more than a tenth of a wavelength. This posed problems because
the environments covered a range of 1 kHz to 100 GHz. Even with varyiog numbers of
s¢ ts, the Jowest frequ at which NEC can bandle a S-cm-long wire is approximately 1

The computed transfer function seems to converge to a straight fine on a log-log scale and
is sufficiently small, at 1 MHz and lower, that extrapolation seems appropriate, e transfer
ﬁmcdonlscalmlaedbyNECGissﬁownin re 2 and is shown transposed onto
environmental levels and in the sanic units in figure 3. The transfer function can be applied to
EM eavironment levels to find the signal strengths dumped into a 50-ohin load by the ‘antenna.
These signal levels are shown in figure 4 and can be used to model the combined worst case
threat to the phased array receiver.

Method of moments codes, such as GEMACS, NEC-3, or WIRANT, can be used to
calculate vehicle surface currents such as those ob the fuselage of an aircraft. Currents around
apertures caa be calculated to determine field strengths entering the fuselage. Interior field
strengths are then anslytically coupled into cabling on the interior of the fusclage to determine
the energy in the cables and at the system port circuits. A WIRANT model of a 707-320B is
shown in ¢ 5. This model would be sufficient for determining surface cursents on the wings
and fuselafc, but requires further refinement around the cockpit to be useful to determine

internal field strengths,
15 T
.p- ot $-cm Dipole by 1.Vim Plane Wave
10 |-
3
(1
: A
o ) L L \A\M e
c.001 0.1 [X] 3 10 100
Frequency. GHz

Figure 2 Dipol. Antenna Transfer Function
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IEMCAP Modeling of System F’eld-to-Port Coupling

In this study, IEMCAP was used to determine internal port circuit energy coupled from
external EM fields. IEMCAP was used to lferform the field strength, field-to-wire, and field-to-
antenna calculations. A Boeing 707-320B was used as a representative platform, and some
typical equipment cases for a phased array radar were assumed and Jocated in arbitrary locations
on the aircraft. A diagram of the locations of these cases is shown in a side view in figure 6 and
in a plan view in figure 7. The cargo door of the 707-320B was assumed to be a practical
location for a conformal phased arrav antenna. An equipment case for the radar was placed just
aft of the door, which would derive its power from cables coming from one of the engine oacelle
generators into & junction box at the wingroot. An equipment case for a display or some other
piece of auxiliary equipment was located just aft of the forward personnel door. The actual
model of the air used by the IEMCAP code is rather a simplistic one. The fusclage is
represented by a truncated cone for the nose of the aircraft, which is attached to either a round-
bottomed or a flat-bottomed cylinder that extends backward to infinity from the nose. The wings
are represented by flat plates specified by the wingroot and wingtip locations. An illustration of
this basic model is shown in figure 8.

N[ e
(-0

= o0

Q.

Figure 6 Equipment Locations on 707-320B Medel.

Power un:bon box

Figure 7 Plan View of Equipment Location on 707-320B Aircraft.
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Figure 8 IEMCAP Model of 707-320B Aircraft.
The cqui&)ment in the JEMCAY mlel is specified by l%catingbecascs by their water lines,

butt lines, and stations. Ports are assigned to each case and can be filtered. The cabling is
assigned locations by bundles whose end points are given by the Fom to which they are
connected. The characteristics of the cable are taken from a wire table, which specifies all the
articulars of cable and dimcosions. Antennas are specified by location, in water line, butt
ine, and station unity, using some basic simple types, such as dipoles and horns. The 3-dB
beam-width of the antenna can be specified, but it is a fixed pattern and does not vary with
frequency. Figure 9 illustrates the equipment modeled for the 1I:MCAP analysis.

18-geuge Lnaleioed wit pas 10-gauge unshinided wire

Bunrte 1 Por ~———1__ Buncie POy

Dsowy Portg Racin Powse
(49,250,300 G1 Portt (48 .280.500) e (48.250.520}
— Bz RFm o3 4 cs
nFow ¢ C2 S AG-219A comus) ox &
-
T/A module
(78.250.428)
Arawna
(8280,

Figure9 Model of Equipnent Used for IEMCAP Analysis.

Worst case env.vonmental field levels, which were those for electronic warfare sources,
were fed into the IE.ACAP model as external field levels. Because the internal fuselage ficld
level, were not specified, IEMCAP defaulted these to 40 dB below those of the external field
levels. Equipment cases are treated as simple dipoles ed to plane waves at the internal
field strength. The signal levels for the cases, as eulcuht:ﬂ by 1IEM , are shown in figure 10.
The field-to-wire coupling calculations are solved usi* transmission line theory for Jow
{requencies and moment methods for high uencic.. The signal leveis for the poris .
calculated bg IEMCAP are shown in figure 11, esc levels are very much higher than weie
expected and can be reduced by further refinements of the IEMCAP model.
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Figure 10 IEMCAP Predicted Fquipment Case Coupling.
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Figure 11 IEMCAP Predicted Equipment Port Coupling.
Findings and Recommendations
Owr initial NEC antenna model is sufficient for approx:-uations of goss Anienna Tespuin
10 EMI covironments. The 1EMCAP analysis provides uppet bounds on the EMI coupled to the

system ports but is excessively conservative for design evaluation based upon interference
predictions. It is difficult to avoid the eventual necessity of detailed system modeling to achieve
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reasonably accurate EM coupling estimates. We would hope that as computational codes like
NEC and (CAP become refined and easier to use that they will be relied upon more often to
perform cursory computations on which system designs can be based. Unfuitunately today this is
only true in cases where the EMI threat is sufficient to warrant a detailed modeling effort.

The IEMCAP code provides substantial computational capability, but requires a
cousiderable investment of time to achieve the ne. familigrity witb the code to avoid
excessively conszrvative or pessimistic coupling and interference predictions. This code would
be of considerably greater value to the system EMC design effort if it were modernized to
include improved coupling analysis and approximating techniques. The IEMCAP code would
ngg’ﬁt from the kind of interface improvemeuts such as modeling graphics and a

WS inierface that have been developed for some of the other EM anzlysis codes.
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A Hybrid Approach for Computing the EM Scattering
from Complex Terminations Inside Large Open
Cavities*

Robert J. Burkholder, Paul R. Rousscau, and Prabhakar H. Pathak
The Ohio State University ElectroScience Laboratory
1320 Kinnear Road, Columbes, Qhio 43212

Abstract—The electromagnetic (EM) scattering from coinplex terminations within open-
ended cavities, such as engine terminations inside jet inlets, is computed using » hybrid combi-
nation of high frequency asymptotic and numerical methods. High frequency methods sre used
to find the coupling into the cavity via the open end snd the propagation down the smo Ahly
varying duct, and mumerical metkods sre used to find the reflection from the comp S
nation. The duct and the termination seclions are decoupled at a cross-section Sy .-
termination using a discreie plane wave expansion (PWE), so that the analyses of the iwo sec-
tions may he performed separutely. The exiernal field scattered by the termination is found using
a reciprocity integral over the incident snd reflected fields at S;. Numerical results ave presented
which demonstrate the accuracy of this approach by comparison with reference solutions.

1 Introduction

The EM scattering from complex terminations within electrically large open-ended cavities may
contribute very significantly to the radar cross-section (RCS) of the body containing the cavity.
Tyyicai geometries of interest are the complex fan-blade or engine face terminations of acro-
dynamic inlet/exhsust ducts present in modern jet aircraft. Generally, these geometries are
very large in terms of wavelength so numerical methods are not suitable for doing the entire
problem. In ihe hybrid approach presented here, .he geometry is bisected at a cross-section Sy
near the termination as shown in Figutre 1. The electrically large duct section is smooth and
slowly varying so high frequency asymptotic methods may be used to find the coupling of the
externel fields into the duct vix the opc + end, and the propagation down the duct te 5. Nu-
merical wetiiods may then used Lo find the reflection from the more detailed but smaller engine
termination section. The scattered field in the external region due to the engine termination is
found using s reciprocity integral over the fields incident at §; reacted with the ficlds reflected
by the terminatior (1.

The main advantage of this approach is thai realisiically large and complex eavities may te
analysed efficiently by combining high and low frequency methods. A high frequency method
alore would not be able to handle the complex termination with sccuracy, and a numerical
method alone rould not efficiently handle the entire cavity geometry because of its largz electrical

‘Sponsored by Geeeeal Cleciiic Aircraft Engines, Evandale, OH, McDonnell Dowgles Aetospace, St. Louis,
MO, and the Air Force Wright Laboratory Tazget Recogrition Teckaology Branch, Wright-Patterson AFB. OH.
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Figure 1: Gec.neiry of an open-ended cavity with a complex termination illuminated externally
by a dipole source p'.

size. Another advantage is that the duct and tenination seciions are analyzed scparniely,
aliowing changes to be made to one of the sections without having to repeat the analysis of the
other.

The high frequency asymptotic methods used here to anslyze the duct section are the hy-
brid ssymptotic modal method (2], the shooting and bouncing ray (SBR) method {3}, and the
generalized ray expansion (GRE) metho:i (4]. The hybrid modal method uses high frequency
asyraplotic methods to find the coupling of the externally incident fields into the waveguide
modes of the duct at the open end, which then propagate to Sy. It is very acturate for large
ducts, but is limited to canonical waveguide configurations so it is used mainly as a reference
solution. The SBR and GRE methods Jaunch and track geometrical optics (GO) ray tubes into
the duct from the open end. They are not as accurate as the hybrid modal method, but can
be applied to much more arbitrarily shaped cavities. The only difference between the SBR and
GRE methods is in the way the ray tubes are initiafly {aunched. SBR only tracks the GO field
in the cavity, while the GRE method includes fields diffracted into the cavity by the aperture
at the open end.

To couple the solutions for the two separate regions, the fields at S are expanded into an
or(hngonal planc wave basis =2t {5]. Plane waves are chosen over waveguide modes because they
may be used with arbitrarily shaped duct cross-sections (although most ducts of interest are
circulsr near the engine face), but more importantly they allow the termination scction to be
characterized by a plane wave scaliering matrix which is obtained using 3 conventional piane
wave scatiering analysis of the isolated termination section. The meihod of moments is used in
the vesulis presentied here to obtain the termination scailering matrix.

The duct analysis methods and the method of moments solution for the termination section
will not be described in any morve detail here. The theory section will focus on the reciprodty
integral and the discrete plane wave expansion of the fields st 5. The associated plane wave
scatlering matrix which characteriges the {ermination will also be discussed. An ™’ time
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convention is assnmed and suppressed throughout the following. Z, is the free space impedance
and k = 2w/A is the free space wave number.

2 Theory

In this section the reciprocity integral is presented Rrst, followed by the discrete plane wave
expansion (PWE) of the fields over S;. Then the termination plane wave scattering matrix will
L& expressed in terms of the bistatic scattering pattern of the isolated termination section.

2.1 The Generalized Reciprocity Integral

Referring again to Figure 1, the generalized reciprocity integral (1] for obtaining the fields at
point P scattered by the engine termination inside a cavity illuminated by the dipole source p'
is given by

BxP)-i = [ (B'xBi-E/xH) s )

where p; is a test dipole source locuted at P. (E! H!) are the fields excited by p; which are
incident at Sy from the duct section, and (£*, H") are the ficlds at Sy scattered by the ler-
mination excited by p'. For simplicity, multipl inieractions between the termination and the
aperture at the open ~nd are ignored when using this equation because these eflects arc generaily
insignificant for electuically large cavities.

2.2 The Discrete Plane Wave Expansion

The incident and scattered fields at 57 are expanded into a dircrete set of — z and + 2 propagating
plane waves, respectively. The plane wuves are orthogonal over s square cross-section of width
2a which completely encloses the cross-section S7 and is generally chosen to be as small as
possible for efficiency. This expansion is only valid for the fields in the plane of S;. The %2
propagating fields at S may be expanded as

r N
{(F}-za{it) @

mn

with the plane waves categorized into TE and TM polarizations as

EZ, PmneFibrnt Et, Gupe™ hmo? .
BE, .. T | Flmac™hmm 2, )\ B Sy | 2ne™ 2, )

my S PR
Llne prupagaici Vel

k; = Tl;k!,=ﬂ;k: = kz—k}—k;‘; (4)
a a
for dll m and n which satisfy
2
m?+n? < (? sin 6,,..,,) (%)
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where 6,,,. is the maximum angle the propagation vector may make with the z-axis. This
truncates the expansion to include propagating plane waves with no evanescen{ tarms.

In o spherical coordinate system centered at Sy vith Z oriented as in Figure 1, the incident
plane waves propagste to the right and the scattered plane waves propagate to the left along
radial paths defined by £&,... The polurisstion vectors $pmn snd b, are orthogonal te &y, #1.d
wre defined in the conventional sense by

2

s = Z€080,,, €08 $pun + § €08 Oy, 8in Gmn — 73in by, (G)
&un = —&sin ¢mn + ﬁ cos ¢mn (7)
where
Omn = cos™ (k. /) : 0 € Oy < Omax (8)
Pon = tm—‘(,‘w/kx) $ T L Py S (q)

The plane waves are sssumed to exist in frec space 2o the expansion of (2) is approximate
because it can not perfectly account for the truncation of the fields at the duct walls. However,
the approximation is very accurate for electrically large cross-sections as will be seen in the
numerical results.

2.3 The Termination Plane Wave Scattering Matrix

The planc wave scattering matrix which characterizes vhe termination section is obtained ap-
proximately by finding the bistatic scattered field pattern when the isolated termination section
is illuminated by ench of the iicident planc waves in turn. It may be shown that the element
of this matrix which relates th.. coefficient of the mn'" reflected planc wave to the coeflicient of
the pg** incident plane wave is given by [5]

ﬂmn ' E:,,,(omny ¢mn) (l“)

r
G T2athomn lim
where EZ (0pn) @mn) is the scattered field in the direction of the mn'® reflected plane wave ( +3
propagating) due to illumination by the pg™ incident plane wa»e (— propagating). Bonn i8 the
polarization of the mn'® reflected plane wave, and is equal to G OF By, il the mn'h (reflected)
plane wave is TE or TM polarized, respectively.

In the numerical zesults presented here, the scatiering matrix is obtained using CICERO
which is a method of moments code develnped at McDonnell Douglas Research Laborateries,
St. Louis, MO, for body-of-revolution {BOR) geometries {6].

2 Results and Conclusions

The results are in the form of co-polarized monostatic RCS vs. uspect angle for both vertically (¢-
#) snd horisontally (6-8) polarized plane wave illuminations. For this case, ' and p are located
ut the same point and have the same orientation. The units of RCS are in decibels relative to
a square wavel 1gth (DBSW), and the dimensions of the geometries are in wavelengths. The
cavities are all perfectly conducting.
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Figare 2 shows the RCS patterns of » long cylindrical cavity with a flat termination. The 45
duct section is anslysed using the hybrid modal method, and the plane wave scattering matrix
for the BA termination section is also found using the hybrid modal method for this simple
termination. The results are compared with the hybrid modal solution for the entire geometry.
The small diffezences in the solutions are due entirely to the approximations associsted with the
truncated PWE.

Figure 3 shows the RCS patierns of a smaller cylindrical cavity with a hemispherical hub
on a flat termination. The duct section is analyzed using the hybsid modal method and the
termination matrix is found using the method of momenis (MM). The results are compared
with a MM solution for the entire geometry. The differences are due mainly due to 1.nwanted
external scattering effecis which are present in the MM solutions.

Figure 4 shows the RCS patterns of a cylindrical cavity with a hemispherical hub texmination
found using the hybrid modal, GRE, and SBR methcds for the duct section and the method of
moments for the termination. The GRE results are expecied to agree better with the hybrid
modal solution because the CRE method includes the effects of fields diffracted into the cavity
by the aperture at the open end, whereas the SBR method only includes the geometrical optics
field.
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2 modal reference solution (MOD). Dimensions are in wavelengths.

249

e ¢ e —————




B ]

ACS (DBSW)

RCS (DBSW)

Figure 3: RCS paiterns of a cylindrical cz* ity with a hemispherical hub termination fonnd using
scn and the moment method for the tetmination sec-

the hybrid modal method for the duct se
smrat method reference solution (MM). Ditnensions

tion (MOD + MM), and compared with

a1~ in wavelengths.

THETA-THETA POLARIZATION

MM
MO + MM e

-20 0 20

60 -40 80
THETA (DEGREES)
50 - v . — .
PHI-PHI POLARIZATION
M —_—
40 t MOD + MM - T

[y S
~10 - L x n . "
-60 -40 -20 0 20 40
THETA (DEGREES)

250

60




60 — , . . :
THETA-THETA POLARIZATION
MOD + MM —
50 ¢ ) GRE + MM - - - 1
]
=
g
60 40 20 0 20 40 60
THETA (DEGREES)
60 — . .
PHI-PHI POLARIZATION
MOD + MM —
50 | ! GHE + MM -
i SBR + MM -----
40| A
s
[73]
& 30t
1%}
Q 3
@ 20 "‘;
10 |
0 1 L

60 40 -20 0 20 40 60
T

Figure 4: RCS patterns of a cylindrical cavity with a hemispherical hub termination fonud using

the hybrid modal (MOD + MM}, the GRE (GRE + MM), and the SBR (SBR + MM) methods

) {or the duct seclion and the moment method for the termination secticn. Dimensions arc in
wavelengths.

251




1= LA AP | e s e

Elsctromagnetic Modeling of Jet Engine Cavities with the CAVERN Code

by
Janice L. Karty
and

Scott D. Alspach

Mo anell
P. 0. Box 518
St. Louis, MO 83166

Abstract

CAVERN (Cavity Elact tic Analysis) is & computer code developed at McDonnell Douglas, used to analyze
scatteting from arbitrary inlat lhlpu which can inciude sffects of an engine face. ltincorporates standard ray oplic
approaches, the genemalized ray sxpansion, and modal solutions. Upgrades {o the engine tace modeling capability
are underway.

Standard approuches to predicting scattering from siectricslly large cavities consist of tracing ray bundlas in and out
of a cavity while keeping track of trajectory and polarization of tha slectric fisld vector {1]. The calculations in CAV-
ERN use a pammetric bi-cubic (PBC) may trace. Ray paich information, including the divergence factor at each
founcs is combined with a gaomstrical optice/aperture integration technique.

Anotheroption In CAVERN for the nitialization of the ray traos is the generalized ray expansion {2]. Atthe aparture,
the incoming plune wave is converied into starbursts, and all the reys are tracsd only once for all the excitation
angles, This method betier approximates the eftects of the edges of the inlet opening, and thus provides a batter
solution for certain cavities. For large analysis matrices where the scattering for a very large number of Incidence
angles is necrad, this muthod holds much promise.

CAVERN ¢ <0 ray/madal analysis to cslculate radar cross seclicn (RCS). Rays are initiated in the aperture
plane and . o area near the back of the cavity where the geomatrical cross section becomet uniform. The
ray repressntation of the electnc field is axpanded in terms of the known inodal field. An aprlication ofthe reciprocity
theorem of slectromagnatics requires tha rays 1o be traced to the back of the cavity for ¥ RCS computation (3]
Since mys do not have to be traced back out of the cavity, the combined ray/modal analys:s 2 be mnore efticient for
long ducts. This capability in CAYERN will work for ducts up to 40 wavelengths in dimmeter, whict-is the equivalent of
a fighter sized aircrattat X-band. Inorderto speed the conversion of raysto modes, a Fast Fourier Bassel Transform
is being investigated.

Upgrades to the engine faca termination capability of CAVERN are being pursued through cooparatives with Ohio
State University, the University of Michigan, GE Aircraft Engine Division, and the Air Force. Sotne of the approaches
baing investigatad for the termination ars physical optics/physical theory of diffraction, couplad with a plane wave
sxpansion of the ray optic fieid, or a finite element analysis, coupled with & modai expansion of the ray optic field.

|. Introduction

|dsntification of scattering mechanisms uzsociated with cavities is of prime importance in the specification of RCS for
aircraft. The cavity retum dominates thae signature for cartain angular sectors of intarest. CAVERN canbe usedto
guide designare in the apecification of inlets and nozzes.

Figura 1 divides the cavity intc; thres areas. First, initislization of the rays is neceseary in the aperture plane. This can
ba done with aither the Shooting and Bouncing Rays (SBR) or Genarailced Ruy Expansion (GRE) spproach. Prona.
gation into the duct proceeds nocording to the iaws of geometric optics. Then, the termination aperture dacomposi-
tion can be accomplished with sither modes or plane waves. Finally, modes or plane waves are reflected from the
termination obatacle. The ray/modal approach used in conjunction with an advanced ray trece for curved paramatnic
surfaces is unique to CAVERN, and the Fast Fouriar Best.el Transtorm (FFBT) approach applied to this problem is
also novel, so thesa techniques will be covered in more detail.
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Figure 1. Areas of Major Focus

The purposs of this paper is to provids an overviaw of tha capabilities avallable in CAVERN and to detail the treat-
mant of the hybrid ray/modal methods. Recent advancas in computation times for the modal algorithms have besn
made posaible with the FFBT. Section Il outlines the initialization of rys with SBIR and GRE. The nexttwo sections
prowids the required caloulations for the use of the reciprocity integral with ray tracing and modal decomposition, and
modiioations nacsseary 1o use the FFBT.

IL. Initiallz “tian of Rays with 8BR and GRE

For SBR, rays are tracked with attention paid to phase changes due to path length, divergence and caustics. Apar-
ture integration is performed at the exit 1o calculate RCS. Fresnel reflactions are taken into account for both imetal
and treated suifaces. In this case, as shown in Figure 2, rays are tracked into and oul of the cavity one at a time and
the RCS is summed over all mys. Then the cavity i illuminated at ancther inckdense angle, and tne ray trace
information must be recalculated. With the GRE, ray tubes are initiated for sach subaperture. Rays are sent out at
the centar of sach subapei.. re in the manner shown. Rayt are tracked into and out of tha cavity and the information
is stored. Foreach angle, the expansion cosfficients are calculated, and summad over ali ray tubes to calculate RCS.

G

lized Ray Expansi
(For Larger L/D Ratios)
Ingdont * a‘

5 : =
= v’g

Cone of Ray
Aperture Plane Tubes

Agae
{Uniform Amay ‘qpq nth

of Grids Initialized . Subaperfure Q Raytubens
for Each Angle) N Subapertures "

GPLM-098L2.V

Figure 2. incorporation of Generalized Ray Expansion With Aperture Integration

The consequences ui aciuiiady fof sinmn Suds ais sson in Figurs Swhare the sxact medal solution iz compared with
GRE and SBR solutions. For SBR, the solution is very choppy and osdillates about the true solution, with deviations
in RCS as larga as 10 dB, The ray solution tands to discretize the electric field within the cavity, instead ofal!  inga
smooth distnbution and this discretizetion luads to these oscillations. One of the major causes of the dis  ized
nature of the ray traced electric field is the fact that the incident radiation just inside the aperture is model:  as a
plane wave, thus ignoring the sffact of the edges at tho aparture opening. Any diffraction effects are not inciuded in
the calculation and for small apsriures, this can be significant. By randing rays outin starburst fashion, some affects
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from the walls resulting in a non-planar wavefront can be modeled. Rayvs emanate from the phase center of @ach
subapaeiture comctly weighted with the far field amplitude and phase. For large cavity opanings, the inaccuracles
pmum for SBR nearthe aperiure will be less prevalent. Howavaer, for treated cavities, where tha scatiering may be

d, it may b more important to indude diffraction effects. It has also been found that the ratio ofthe
langth (L) to the diameter (D) of the cavity is importantin assessing the acauracy of the different techniques. Figure 4
shows this effect. The SBR solution is actually psrforming quits well for this onse where the opsning ot the cavity is
six wavelengths in diamater and the L/D ratiois 1. Forths L/D ratio of 210 1 the SBR solution Is exhibiting a narrower
peak than the exact solution, For iarger L/D ratios, the problem i even more apparent.
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Figure 5 shows the results for a 1m diameter by 3 m length cavity sl 10 GHz. Thés is a diamater of almost 35 wave-
lengths. For an opening this large, the agrsement of pure SBR with the axact modal solution is improved as shown.
However, run times possible with GRE are faster than with SBR. For this case, & 50 degres sweep in azimuth takes
approximately & hours for SBR o an SG4D35 versus 0.86 hours for ¢ subspertures with GRE or 1.66 hours for 26
subaperiures, which is aimost four times faster than the SBR. Approximatsly 10 rays par wavelength ‘usedin
this SBR run. For 25 subapartures, the GRE salution is in very good agresment with the SBR solutic ..
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Figure 5. Circular Waveguide RCS Comparisons
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ill. Reociprocity integral with Ray Tracing tnd Modal Descomposition

The uniqueneas of CAVERN is found in its combination uf the ray and modal solutions and the calculation of RCS
with this combination in conjunction with the reaction integral based on the rediprooity theorsm. Rays are tracadtoa
unifommly circular section of the waveguids, and squivalent modes are found. The temmination reflection cosfficiants
matrix oan ba found with finite slement methods under development [4]. Hera, we will foous on the modal devom-
position. Note that in the ray/modal reciprocity integral, the rays do not have to ba traoed back out of the cavity. This
oan make the mathod more afficient for long thin ducts. Plune wave droomposition and physical optioa/physical
theory of ditfraction (PO/PTD) termination inatrices ars being pursued cooperatively with Ohio State University [5],

Figure 6 shows the geometry definitions necessary for an application of the reciprocity theworem [3]. Thi: theorem
leads to the reaction integral:

oE* P

)k:f

diigy

QF)-Teeee-Y

Figure 6. Geommiry of the inlst Scattering Prablem
£ ()~ dpay = jjs‘[égx}q:b;ﬁ; ~Ebgegx 'nﬂ]-ads

whers ES (p) is the backacattarad fiald at peint p due to fields Incident from dipola dpgt.
ER, Hp are the incident fislds at Sy (found using ray tracing),

b& are the model cosfficlents for the fislds reflected from the tarmination,

with g = nm, where n is the ordar of the Bessel function and m is the rool index

and Qq . h<_1 ara the modal basis functions for the uniform section of the cavity.

()
Wae exprass the ray traced fields ws a sum of wavegulide modas near the termination apeiture as follows, latting
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whare + refers to modes propagating in the +y direction and — refars to modes propagating in the -y direction, and
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Here, i, is the propagation constant for the qth mode and t refers to the transverse modes (in the x, z plana). Using
the orthonormal properties of the modes, the inlegral in aquation 1 reduces to

E*p)edp, = 2Y a*
E" (p)edp,, 2,a,.qbq

(4)
Application ot the waveguide excitation integral given in [6] yields:

+_ 1 . ~ A -
Iq:~2—J.SJ‘l- ‘v\"r—hqe(’].[EEHXQJ
' (5
Expanding, this beoomes
4?’{ 1w v y v v
M= ;%, ~hgr E&Hw -hg ER:‘ 0o + hgr ER: oo —hgg LM eind | A5
(6)

whare AS, is the area of the Ath ray tube in the plane of 5, The V and i represent vertical and horizontal
polanizations,

Both TM and TE modes are givonin (6). We assumae thatthe ray trace«! fisids are constant across aray tube andthen
sum over all ray tubwse. Howaver, this can be vety timw conauming. +or Figura 5, it took approxirnaiuly an baur an
angle cn an SG4D35 for the ray/modal calculations in CAVERN. The major reasuh |s that the Bassel function has to
be recaloulated for se:oh ray/mode pair. For cavities with thousands of rays and hundreds of excited modes, this can
be cumbsersome. When the Bessel functions are precaloulated and acoessed with u tuble look up, the run time can
decreass by a factor of five. Fuithermore, if we convert the ray traced fisid across the fuce ui the aperture to an
appropristely spaced grid, then we can take advantage of FFBT techniques discusised in Saction IV. The gridding
approach is outiinad in [7].

IV. Modal Decomposition with the FFBT

Here we note that equation 6 is a surn of tem= which are aiways of the form

2n a , . . Bl
8 :J Jt;\..n] 4o [P val v @) {:’::n v dr do
where Q. (x) = Jp, (x) or J;I (x)
and
g (0) =88 or 8ing )

Tha darivative of the Bessal function J,(x) can ba writlen as a sum of Bassel functions J,.(x) su that the rintugiation
can be wiitten as linear combinations of

F(8): pg (p, 8 < 25p [ 11 (10) I, (2prdr

o

wheire p=p./fra
Prh (8)
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Than the imegral in equation 7 becomes

jcosn@!

|sinne@ [dO

-IF(mgm
)]
which in tum can be writien 14 inear combinations of

2 .
=) Giwat "€ 40
4] {10}

Ay plying the FFET to the inlegral of equation 8, we emnioy the techniqua of [8) where a Gardner transform with
I fp 2" and p = g, s Lnid. Here x and y are the dummy transformaed variables. The perameters r,, g, and a
depend on the size of th > niet and the frequency of the inciklent radiation.

An wrorential grid is used for the radial ponent. The method in [8] transiates the problem to three simple FFT's.
ﬂnMrhgrdthMunWmﬂnMMﬂWorwﬂhwdmms Comparing
results to the previous non-FFBT n.0dem < .. sion, the RCS plot is virtually identical, atthough there has bsen more
than an order o, magndude @Mprovnent in runiims for the oase of Figure 5. Performing the theia imtegral first with an
FFT provides ol the modal idormetion for 11 at onco, and may be a more efficent way 10 svaluste the intagral of
equation 7. This modhication s baing pur- 1.

V. Sumnary Diec'iscion
In GAVERN, w2 hitve » ~lude.u . uonis for the SBR and GRE my initielization, as well as options for modal decom-

position. Yiiindheuse  fthe FFET, runimes forthe ray/modal h are very cornpetitive with convertional SBR.
mmhmmmmmmmm-w.mmmmmmmmw
culuted from finfte slsmant or FOVPTI) mathode shaudd imp on the a y ol RCS results for cavities with
compiax lenminations.
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Abstract

An iterative method is developed for computing the scattered cleciric fields at the
apertures of large perfectly conducting carities. The techuigue uses Kirckhoff's approximation
10 initiale & two stuge iterative process, involving both the magnetic ficld integral equation
(MFIE) and the ciectric field integral equation (EFIE), to calculate the electric zurrents on the
internal caviry walls and the electric fields across the apermre of the cavity. The technique
combines the flexibility of the boundary-integrai method with the speexd necessary to efficiently
amalyze large scale cavity provlems. The following paper presents the general theory, and
applies the technique to the problem of TE scauering from 2-dimensions) perfectly conducting
cavines.

1. Introduction

The problem of elecuromagnetic tcattering from large open-ended cavities (see figure 1)
has received much amention in research areas such as sutomatic target recognition and low-
observable vehicle design.  The cavity provien presents many interesting challenges from the
standpoint of computational clectromagnetics. The cavity's large electncal size makes it a prime
candidase for ray besed or asymptotic techmiques, while the cavity’s geometrical complexities
require more exact techniques such as the method of momems or the boundary integral
approach. As 3 remult of these diverse requicements, many hybrid wchaiques have been
developed, in an effort to moet these computational challenges. Techniques, such as shooting
and bouncing rays (SBR) [1} and the generalized ray expansion (GRE) [2]. were crested in an
effort (o enhance asympwtic based methods in order w0 smrlyze the complex geometries
associated with the cavity problem. Likewise, spprosches suh as the hybrid boundary-
istcgral/mods! method (3] were developed in hopes of inCreasing the electrical size limitations
of moment method besed techniques. While both of these approaches to the cavity probiem
show promise in the small 10 mid-size cavity range, their ability 1o effectively analyze large scale
cavity problems is still a mater of debate, and the rced for ‘ew approeches is evident.

259



Ty B i =

“r—

The cavity problem, such as the electromagnetic scattering from a jet engine, may be
visualized as consisting of three unique phepomenon: 1) an aperture field is established from the
external region sources; 2) the electric and magnetic fields propagate down the cavity, "guided”
by the cavity walls; 3) a reflection occurs at the termimation. Afver reflection, ta fields
propagate back . wards the aperture where they may be integrated to give the scanered field (i.
c., the RCS). The purpose of this pager is t0 propose an cfficient and accurate way of
propagating the field from the aperture 10 the serminstion (i.c.. item 2 above) and back to the
aperure.  In the examples that follow, the termination will be approximed as a short circuit.
In 2n ac :al engine, the wermination is very complex and must be accounted for by other methods
such a5 the finite element method. In this paper we bypass the termination problem by
employing the simplest of all ;-ossible wrminations, the short circuit, since: our objective here
is to focus on the Juct propagation problem.

Figure 1 Common Cavity Scatrering Prublem

2. Maethedelogy

The two stage iterative process developed in this peper is an e- wension of previous work
[4-8] performed on ierxive solutions w the MFIE with regards w the external scatiering
problem. In their previous work [6] Kaye, Murthy wad Thiele showed that iterative solutions
w the MFIE (Eq. i) would always yiekl converpeie, provided the PEC scanering body of
interest satisfied the following three constraings:

1) the body of interest can be expressed as a simple closed surface,

2) the body is configured such that no internal rescoances are present,

3) the body can be divided into at least two self consistent, magnetically coupled.

SUD~surinces.
Thus. merative solutions o the MFIE are limited 10 a class of problems meeting these
constraints, and it is Decessary to pose the scanering problem appropristely. Once the scabering
problem has been properiy posed, knowiedge of the mcident field on one of the two seif
consistent sub-surfaces is sufficient 10 initiate the iteration procedure.
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Formulation of the Cavity Scattering Problem

The arbitrary cavity geometry (figuse 22) may be transformed into a simple closed
surface by sealing the aperrure of the cavity with a perfectly conducting flat plate and an
impressed magnetic current equivalent to the total elect - field at the aperture of the cavity
(figure 2b) [9]. Tbe resulting simply closed surface, obiained from the sealed cavity geometry,
may now be used 10 pose the MFIE describing the internal cavity scatiering problem (Eq. 1)

) -{;‘-f.i(z') xVG(r, z')ds' I3
L2 Y aria N /- J & Mir! ! [
e f‘u(r YG{r )ds anpv Vf’M(r YG(r, r'Yds
where T=fixH,,.,,
ad M= (E, +E,,:) xA=E,,,, <A along the closed cavity surface S=S, +8S,.
Replacing the sealed cavity walls by their equivalent electric and magnetic currents. and
enforcing the electric fizld houndary condition along the perfectly conducting walls of the cavity
(figure 2¢) allows Eg. 1 10 be rewritien as:

E:aul(:) 'zl;f.‘..;f(r’) xVG(r, ')y ds’ 2)
- 19 Firt N ds! - —1 N n gs’
= f'ZM(I)G(r,r)ds ‘!upvvf.lu(r)c(:,z)ds ,
Avpplyiag image theory to the apernire wall of the cavity (figure 2d) allows Eq. 2 to be further

simplified w #s finsl working form (Eq. 3).

A -_“‘_ J(r' N At
Hegrar i} ‘nf.:‘](l ) xG(r,r") ds 3)

-8 [ 2F Y Glr,rds' - LV V[ 2H(r) Glr. 1) ds
dx J,, Atwp "
Eq. 3 completely describes the cavity scattering problem with the ex~~ntion of the knowledge
of the scatiered electric field at the aperture of the cavity. However, '+ eld may be calculated
directly from the cuments on the cavity walls by using the EFIE (Eq.4).

Epeae (2) =~j e [B?f Tirh Gr, 2" ds'+V [ ¥-Fir) Gz, z ds'| @

-ri B2 LH k)

En 3. and Eq. 4, along with the knowledge of the incidem electric ficld at the apermure of the

cavity, now provide a complete description of the cavity acattering problem and satisfies the
constraints necessary to produce an iterative sofution.
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3b. The Iteration Procedure

The iteration process is initiated by assuming that the total electric field at the aperture
is equal to the electric field incident upon the aperture.  Substituting this approximation into Eq.
5 provides the initial magnetic field along the cavity walli, S,. The initial magnetic ficld along
S, is then substituted into Eq. 6 10 obtain the scatierd clectric field at the aperture of the cavity,
S;. Next, the s~attered electric ficid is 2d4:d wo the incident electric field to obtain an updared
version of the total electric field along S,. The updated version of the total electric field is then
substituted back into Eq. 5 and the above process is repeated to produce a further updated
version of total electric field along S;. This process is repeated until the mean square difference
in the field quantities between each iteration reaches an acceptable level. The iteration procedure
is found to converge quite rapidly (10 to 20 iterations) for the cavities tested. Furthermore,
since the iterative procedure comsists solely of vector inner products, the iterative solution
process is directly applicable to high speed vector processing computer sysiems.

3c. Computer Implementation

Eq. 3 and Eq. 4 may be implemented nutnerically on 2 digital computer by approximating
t' = iniegral operaiors by matrix operators. Using a pulse-basis, point-matching approximation
technique, Eq. 3 and Eq. 4 may be approximated by the following matrix equations:

o
H,| = U Hl+| V ®)
B - { "ol ®
s:] . H . [s, m

where the matrices U, V and W represent the corresponding integral operators ard the lengths
of the vecters E and H_, depend on the electrical size of the surfaces S, and S, respectively.
None of these matrices are inverted since Egs. (5) and ($) are solved by iteration.

Due 10 the basis functions selected, the elemenis of cach matrix may be calculated in
closed form. For the 2-dimensional TE case, the matrix eicems are as follows, a similar set
of equations may be develo 1 for the TM case.

"

Iar idsr o d{nr —vr VNN
LAy A - nt

Uy pm — e B (pry ~Tn Enl e i ®
-pa
—E;H" (pr) ©)
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where A s the length of the nth facet
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and Nx,, Ny, are the components of the inward pointing normal of the nth facet.
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4. Results

The iterative technique was used to calculate the scattered electric fields at the apertures
of various rectangular cavities, and the aperture fields were umegrated to produces RCS
predictions for the cavities. These RCS predictions were compared with those produced by other
wechniques (sce figures 3a and 3b). Since the cxternal scattering from the cavities were not
included in the iterative RCS predictions, the predictions obtained were expected to give good
agreement in only those regions where the internal scattering problem is dominant, these regions
being e main beam and the first few side Jobes of the aperture’s radiation pattern. As can be
seen from figures 3a and 3b, the RCS levels predicted by the iterative technique are in very good
agreement with the RCS levels predicted by other methods.

5. Conclusions

Based upon the presented accurate performance of the iterative prediction code, the
iterative technique shows promise as a tast and accurate method for analyzing the RCS behavior
of large PEC cavities. However, before any substantial claims can be made regarding the
method, the echnigue needs to be implemented on various assively parallel computers, and
the resulting RCS predictions need to be compared to those measured from actual cavities of
interest.
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Hybrid Formulation for Arbitrary 3-D Bodies

L. N. Medgyesi-Mitschang and John M. Pumam
McDonnell Douglas Corporation
P.O. Box 516
St. Louis Missouri 63166

Abstract
The hybrid formulation presented here builds on recent advances in applying the Galerkin
form of the method of moments (MM) theory to arbitrary 3-D objects. The formulation is
a current-based one. The optic-derived current Ansatz in the present hybrid formulation is
physical optics, although the fonmulation is easily generalizable to higher order
asymptotics as well, The numerical algorithm implemenung this formulation is based on
a derivative of the CARLOS-3D ™ code developed at McDonnell Douglas . This code is
based on the MM technique using flat triangularly facetized surfaces. The Galerkin
expansion uses Rao-Wilton-Glisson roof-uép functions. For maximum generality all the
grlncipal features of the original CARLOS-3D™ code are retained in this hybrid
ormulation. Thus objects with perfect electrically corductng or partially penetrable
surfaces can be treated with this formulaton. In addition, special cases such as the
Leontovich condition and electrically resistive or magnetically conducting boundary
conditions are also addressed. The formulation is demonstrated for electrically large as
well as small scauering objects. The latter form the lower limit where the efficacy of the
physical optics Ansatz becomes problematic.

1. Introduction

Extensive pnor investigations have been carried out using hybrid methods that couple the
method of moraents (MM) technique with the optic-derived methods such as physical
optics (PO) and the ‘physical theory of ditfraction (PTD). The bulk of these investigations
dealt with bodies of revolution (BOR) and badice of wranslation (BOT). This restriction
in earlier studics was primarily due to the limitation of the geometries that could be
handled by the thern-existing MM based computer codes. Since there were .nany
MM/BOR and MM/BOT codes available, hybrid methods were applied to these
geometries. The investigations in Refs. (1), (2), (3) and (4) are representative. From
these investigations there emerged a detailed understanding of the power and limitation
of hybrid methods. In general, it was shown that “cumrent-based” hybrid formulatir as
were casier to implement and provided more robust numerical solutions than “field-
based” methods. A detailed discussion of the relative merits of the current based versus
the field-based hybrid methods is given in Ref. (5). The present investigation builds on an
earlier current-based hybrid formulation for arbitrary 3-D perfectly conducting bodics,
Ref. (6) This formulation generalizes to imperfectly conducting bodies (or coated
surfaces) with application of the Leontovich impedance boundary condinon (IBC).

2. Basic Concepts

The formulation begins with the Stratton-Chu surface integral representation of
Maxwell’s eq.atons. For clarity of exposition and space limitations, we confine the
theoretical discussion to the perfect electrically conducting case only. However, the
forraulation can be extended to penectrable cases as illusmrated in the numerical results.
Using the notation in Ref. (6) for the generic geometry depicted in Fig. 1, the integral
equation fo) a perfectly conducting body written in the usual operator form is

Bl =-E|_ =-L7J )
where the integro-differential operator L is given as
L.7=jknJ’(.T+—:—zVV’-])¢ ds’ ()
5

and where the free “pace Green’s functon is
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] .

o= 3
4aR ®

with R being the distance from the source to the field point, ¢ the surface gradient on the
body with respect to the unprimed variables, k=2%/ and 7 =\}% . In a scattering

problem, the incident electric field E* is the known quantity with the induced current J
being the unknown. Equation (1) is termed the electric field integral equation (EFIE)
form.lation. Note we could have started with the dual magnetic formulation, given by the
magnetc field integral equation (MFIE). As is well known, the EFIE is more general
since it applies to closed bodies as well as open surfaces.

Next, we partition the domain of the integral operator into two regions, namely that
spanning the MM represented region and that associated with the Ansatz part. Formally,
this can be stated as:

LI =Elu—LTp 4)
where the currents subscripted with MM and PO are associated with the MM and the
Ansatz representations, respectively. The MM representation is used on that part of
surfaces of a body for which no optic-derived asymptotic forms are available. These
include surface and/or material discontinuities, most edges, apertures, and generally all
mcmble regions of a body. The asympiotic Ansatz regions cover the remainder of the

y.

The pantitioning may involve more than two regions for the MM and Ansatz parts. For
clarity of =xposition, we assume here that the scatterer is partitioned into only two
regions. Note that Fig. 1 has been shown generically to include an MM piece of the
geomelry embedded in the illuminated (Ansatz) region. Another generalization is that the
partitioning may be over scveral unconnected surfaces. Many antenna and scattering
problems can be formulated in this way. Ref. (B) discusses thesc cases.

Wuminated Region ,+"

(PO Solution) 7S
¥

E= A=

)
>

; Shadowed Region
‘ {MM Solution)

\//

Penetrable Region or Suxface
Discontinuitics/Aperures/Edges
(MM Solui n)

Figure 1: Generic Partitioning of a Body for Hybrid Analysis.

3. Specialization to 3-I) Geomeiries

Next, we solve the partitioned EFIE using the Galerkin MM technique. We expand the
unknown current functional in terms of a finite set of basis functons. Since in the present
casc we represent the 3-D body as a miangularly-faceted surface, we choose the
conventional roof-top functions as the basis set for the expansion of the unkaown currents
and the testing of the iniegral squation (sec Fig. 2). (Rel. )
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Expansion of MM Currents: Specifically, the currents in the MM region S, aic
expanded as

R NN, .

T(P)= 2% F.(7) ®

=l
where the roof-top functions f, are given by (see Fig. 2)
. 1,
r—=y

2A:(‘ d:) LFeTy

FulF)=1 2L (F-%) rers ©
0 , otherwisc

and triangles T sharc a common edge with length I, and have areas A%, respectively. In
Eq. (5), N; and N, denote the number of interior edges and junction edges spanning Sy,

respectively, where the junction edges are included in ordex o #nforce current continuity
between the MM and PO regions on the body.

Figure 2: Faceted 3-D Scaterer with Details of Patch Coordinates Used in Roof-Top
Surface Current Expansion Functions.
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i ; To achicve efficient numerical impiementation, one needs to
cxpand the Ansatz PO currents in terms of the roof-top functions as well, i.c.,

Tho(F)> El 7.0
0]
= ];o}_’L(f 2)
Tt AT

‘We note that /, represents the component of J normal to the k* edge (see Fig. 3). If we
denote 4,* as the unit normal vecior to the k* edge and lying in the plane of Tf, then

iy o Jpo(F)= iy '(f‘ )
247
19
N A Y g
247 ®
=M

where F approaches the edge from the plus side and ' denotes the iriangle height
associated with T, Similarly,

iy o Jpo(F)=-1[° )
where 7 approaches the edge from the minus side. These relationships hold for any point
7 on the edge. Therefore the coefficients in Eq. (7) can be obtained from the plus side

172 =imity » Jo(F)
=2i; en' x H'(F) (10)
=-2p, *H'()

or the minus siile
17 =-limi; o J,,(F)

=-20; A~ x H'(F) (11
=25, *H'(1)

Figure 3. Detailed Geomeuy of Unit Normal Vectors on Triangular Facets.
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Note p}=n*xi; is parallel to the edge with p, =—p}, yielding I[° = I, Thus, the

PO coefficient for the k™ edge can be obtained from either side. Using the foregoing
expansions, Eq. (4) is transformed into

L e =T =L ™1, (12)

where £ ** is the Galerkin (matrix) operator which results from testing the unknown
MM currents. An element of the matrix is given by

2 g = (a1 7)) (13)

where f,’"” and f,’“” are expansion functions on the MM part of the surface. Similarly,
£ *“ is obtained from testing the known Ansatz PO currents, and an clement is given

by
2~ =(fe L)) (14)
whire ¥ and f° arc expansion functions on the MM and PO surfaces, respectively.

In thi result the left side of Eq. (12) denotes the MM system matrix multiplied by the
unknown current coeflicient (column) vector 1,,,. The rigt ide denotes the Galerkin-
ransfonmed eftcctive illuminatng ficld, i.e., consisting oo ¢ incident clectric plane

weve F and the near field contributions from the Ansar:  gion. Noie the effective

lunynating field is no longer a planc wave. Furthera... s the illumination angle

- uud the body shifts, the relative contributions of these two ficld components also
f1rs,

Fe  an arbitrarily-shaped 3-D iacetized surface as noled above, the Galerkin (matrix)
operatars £ in Eq. (12) can be derived veith its elements having the ‘orm

Lol 1= ffds f[ds {op 7,00 (7)o -F)
i (15)
4o (Ve ) V0]

where S, = [} UTF and T are the 1wo triangnlar facers (Figure 2) which form the K*
vdge. Similarly, S, =1/ W 1,7, the tonn of the roof-top functions f, allows one to

transfer the differentiaticn from the Gieen's fuo- don F to the te' - - mtion f,,. The &
operator can now be re vitten in a symmetric loon

Eul-)= s [ s fam to 100
SN

Liv o Pl (o
v a7

f the of-top fun: rions are used in Eq (1v then the spe1ator &' becomes

iy

(16)



2u()= L85 3 2L fla ([t fou(r-i2) (r-st)- o) an

p=t g 1 T T

where we split cach surface integral into an integral over T* and an integral over 7°, and
further we used the fact that

s
AT FeTy
P !
V'fn(")'—'“;n.n‘ FeT- (18)
0 , otherwise

The double surface integrals in Eq. (17) over a pairs of facets can be expressed as generic
integrals that can be evaluated numencally. For a given pair of facets, these generic
integrals can be used to compute the & operator conmribution to nine pairs of edges
forming the sides of the triangular facets.

Finally, there remains the evaluation of the incident field term on the vight side of
Egq. (12). Formally, elements of this column vector can be written explicitly as

€ i(sk,a)=(F. . E5),

- . (19)
= (fk(?) N eﬂh)s

where the vector £ is the incident plane-wave propagation vector, and a specifies the
polarization of the incident E-field in spherical coordinate components (i.e., @ =8 or ¢).
Substtuting the roof-top function into Eg. (19), we can write

%’,‘;(S;E,a)=%§;;’;;&-D!ds(r‘—ﬁ[)e"”:! , (20)

where p refers 1o the two facets forming the 2dge (See Figure 3). The polarization vector
& and propagation vector k can be written out in terms of the spherical angles (6,¢)
which specify the incident direction. The surface integral over a triangular facet in
Equation (20) can be either be approximated using the centroid of the facet or ¢. aluated
analytically.

4. Some Representative Numerical Results

The hybrid formulation discussed in the foregoing sections was first applied to a number
of canonic cases to test the cfficacy of this approach for which the specnlar and
nonspecular scatiering phenomenology is well known. These included miono- and bistatic
scattering from PEC nght circular cylinders and hcrmsphem The PO Ansatz was used
with the MM representation spanning various portions of the scatterer. A representative
result for a more complex scatterer ( a 3D flat bottom kite) is depicted in Figure 4. Tl.e
approximate kite dimensicns are 5 wavelengths in length and 2.8 wavelegths in width.
The edges and the bottom surface are represented with MM and the top porion with PO.
For comparison these hybrid results are superimposed on calculations using an "exact” all
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MM sclution and one using only PO. As can be seen the PO results fail at nonspecular
aspects, while the hybrid results are in good dgreement with the exact results.
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Figure 4: Monostatic Scattering of a 3-D Kite. The bottom of the kite lies in the xy
plane. Nose and tail illoninations are at () =+ 90°, as indicated in the figure.
! The angular cut is in the xz plane aver the 1op of the bodyv.
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Z. Conclusions

We showed that a current-based hybrid formulation can be extended to fully arbitrary
3-D configurations. This can be done within the framework of the CARLOS-3D™
algorithm. A special feature of the current-based hybrid formulation is that Ansatz
currents from 2 variety of high frequency asymptotic formulations can be used, i.e., the
Fock theory, the Leontovich formulation, equivalent edge cwrrents, and of course,
physical optics which was explicated here. As was shown in earlier investigations
(Refs, 1-4), these uther formulatiors can yield a hybrid Ansatz that is mors accurate and
can address specialized scattering situations such as certzin lossy surfaces (coatings) and
edges for which the PO approximation is intractable.

Some of the cases to which we applied the present MM/PO hybrid formulation were
electrically small. This meant that the PO Ansatz was actually a very poor approximation
to the real currents induced by the incident illuminating fields, This was verified in the
poo. results cbtained by the PO calculations themselves. However, even in these limiting
cases when combined with the MM representation, the PO Ansatz yielded satisfactory
answers at all mono- and bi-static angles. For clectrically extended scatierers, the
MM/PO hybrid formulation yields even better results. This conclusion is in consonance
with earlier MM/PO hybrid formulations for BORs and BOTs.
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HYBRID (MM-UTD) ANALYSIS OF EM SCATTERING BY
LARGE CONVEX OBJECTS WITH APPENDAGES

M. Hsu, P.l{. Pathak, and H. Tseng
The Electroscience Laboratery
Department of Electricel Engineering
The Ohio State University
Columbus, Ohio 43212

1 Introduction

Hybrid methods, the combination of two or more analytical or mumerical methods, arz used
for analyzing problems more accurately or efficiently than is generally possible using a single
method alone. A hybrid combination of the method of momenis (MM) and the uniform thenry
of diffraction (UTD) has been developed to solve the electromagnetic (EM) scattering from
electrically large, perfectly conducting, convex scatterers containing appendages which can be
modeled by a set of perfectly conducting plates. This development can be employed to aralyze
the EM scattering by an aerospace vehicle; a simple mode] of such a configuration is shown in
Figure 1 wherc the Jarge convex scatterer would model the fuselage and tne appendages would

rigure 1: Complex Finned Structure

represent the control surfaces, The MM is a very accurate mathemalical technique which is
commonly used to solve the governing integral equation bLut usually involves the compulation.
storage, and inversion of an extremely large matrix when analyzing electrically large radiating
objects. The UTD is an asymptotic high frequency ray method which describes through closed-
form, physically insightful expressions the basic radiation mechanismis such as reflection {rom a
surface, diffraction from discontiauities, and creeping waves, etc., provided the pertinent UTD
solutions are available. However, there are only a limited number of roy mechanisms for which
UTD expressions currently exist. Therefore, it would be advantageous to use the UTD whenever
possible to account for ihe presence of objecis (i.c. the seflection, diffraction, stc. from them} and
thus not require the unknowns in th~ integr»1 equation to exirt on 'hosz surfaces. ‘this would
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drastically reduce the number of unknowns which need to be solved vir the MM procedure.
With regards to the present configuration of interest, the hybrid MM-UTD sclieme restricts the
unknown currents to the appendages by using a UTD-based Green's [unction to z2ccount for
the presence of the rest of the body which here is an electrically large convex scatterer. Such
a hybrid technique mukes it possible to mnalyze the high frequency radiation/scatiering trom
complex aerospace vehicles in a tar more cfficient and tractable fashion than is currently possible
by either the MM or the UTD aione.

Past work on 2 hybrid combination of the MM and the GTD (or UTD) is divided into two
categorics: (1) an extension of the GTD (or UTD) using the MM (|1}, [2], {3], [4]. [5]) and (2)
an extension of the MM using the GTD ([6], (7], {8]). One major difference between the two
techniques is that the basis {unctions cover the entire body in the former method but only past
of the geometry in the latter. The hybrid method developed here extends the latter method first
introduced hy Thiele and Newhouse {6]. An even more general hybrid procedure than the one
described in this paper it possible if, in addition to using MM subsectionsl basis fuctions, UTD~
based busis functions are used over the portions of the appendages not close to discontinuities
ot clectrically sraall regions. This would further reduce the number of unknowus in the MM
solution and will bc «ttempted in the near future.

2 Hybrid Approach

2.1 Moment Method Matrix FEquation

Given a complex object consisting of an electrically Jarge, PEC, smooth convex surface with a
set of PEC plates, the clectric field scattered by this object is

E* = —jup [ T - ot ds' 1
Jwp Jllndud-pluin Goporsat ds ( )
where the condition on the Green’s function,
% (s},,,cr,.».,, = 0, on the convex PEC boundary (2)
reduces (1) to only an integration over the plates.
B = —jup R —y (3)
Mutes
Oue may express the special Green's function as
= = = LT
Gapecrat = Go + Guar ~ Gyt (4)

where F,‘U is the free-space dyadic Green’s function aud é_.c,,, represents the elfect of the convex
body. Since the convex body is electrically Jarge, Gapornt M8y be approximated asymptotically

=UTD
by its UTD form denoted by G,,.....i- Using (4) and applying the boundary condition to the PEC

plates, the integral equaticn to be solved is

Ax B mjon [ Ax(T-Gay +gun [ ax (T Q) s (5)

Jplatea
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where G in (5) is approximated by the UTD as (G i — Gu) - To using the MAT 6 enlve (5).

the current on the piates is approximated in terms of 2 set of basis functions J, with unknown
coefficients I,
N
J=3 I.J. . (6)
=1
and (5) is tested on the plates with & set of test functions, w,, where m = 1, N. The resulting
matrix equation is

(Vo = 1Zon] (] + 15 2] (1) M
with
Vo = @ - (h x EY) (8)
Zimn = Gup [ (% T) - Gl dS Q)
AZnn = jup ,/,,.,. o B (X T, - Gt} ds' (10°

Recapitualating, Vi, is the tangential component of £*, the field incideat at the observation point
in the presence of the convex body without the plates, evaluated at the test finction. Z,,, is the
mutual impedance between the basis and test functions without the main convex body present
and thus is dependent only on the georaetry of the plates and not the main body. It describes
the interaction between the current and fields of the N current basis elements making up the
plates, typical of u standard MM impedance matrix. On the other hend, AZ,,, is the mutual
impedance due {0 the presence of the main convex body, e.g. scattering or radiation from it, and
thus is dependent not only on the geometiry of the plates but slso of the convex scatterer. Tt will
be determined by the UTD. Finally, the current on the plates is

J o= (Ji-dal gt (11)

2.2 Basis and Test Functions

In the MM part of this hybrid method, overlapping piecewise sinusoids will be used as the J,
to approximate the current on the irregular parts of the object, i.e. the appendages. Piecewise
sinusoids were found to be particularly well-suited for this hybrid method because they provided
the most accurate results when used with the UTD. In addition, for reasons of simplicity and
computational efficiency, Galerkin’s method is chosen for testing, i.e. the test functions are
identical to the basis functions.

2.3 UTD-besed Green’s function

The difference between the conventional MM procedure and the hybrid MM-U'TD scheme lies
in the type of Green’s function in the kernei of the integral equation for the currents induced
uii the scatieier by an extomnal source. The former procadure uses s free—space Green's funciion
which results in the unknown currents lying on the entire complex structure. However, the
hybrid scheme uses a special, UTD-based Green’s function which accounts for the presence of
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the electrically large convex scatterer, and as a result, the unknown surface currents are resiricted
to the vegion of the appendages. Therefore, when the MM is used in the hybrid scheme to solve
the integral equation for these currenis, the resulting MM impedance matrix is significantly
smaller and more manageable than in the conventional MM procedure.

The aforementioned special Green’s function, which accounts for ar arbitrarily-located source
and observer in the presence of the large convex scatterer, was a result of being able to extend the
YLD {o predict the scattering due to a near field source. Previous UTD expressions applicable
to this problem existed only for the following limiting positions of a source and an observer:

1. Mutual coupli;'g between source and observer on the surface of 2 PEC convex object |11}
2. Radiation from a source on a PEC convex objzct [10}
3. Scattering from a source in the far field of a PEC convex abject (9]

Howcver, in determining the Green’s function, there will be sources and observers on the ap-
pendages which may be close to the convex scatterer. In anticipation of this, new U'ID expres-
sions have been developed to handle the following two cases:

4. ModiFfed coupling: source and observer close to the surface of a PEC convex object
5. Modified radiation: source close to but observer far from the PF.C convex object

With this extended UTD, we can treat the complex object described earlier.

3 Results

Since measurement results exist for the geometry shown in Figur~ 2a, preliminary verification of
the hybrid procedure has concentrated on analyzing this particular PEC convex cylinder with
a single fin from 2 Ghz to 8 Ghz. At present, we have analyzed this object by the following
procedure:

1. Z, the MM impedance matrix, is calculated by approximating the electrically large cylinder
by a ground piane.

2. V, the MM excitation vector, uses the hybrid piocedure and accounts for the P1C cylinder
by the special Green's function.

3. I, the currents on the siugle fin are calculated by the MM (I = Z-'17)

4. The scattered field duc to the currents on the fin radiating in the vresence of Lhe cylinder
is determined using the hybrid procedure as in item 2.

Figure 3 shows the RCS as a function of frequency of the object in Figure 2a determined by
this procedere ver=n~ messurements. In addition, results using the conventional MM tc analyze
the approximate | 1ar model of Figure 2b are shown. The model shown in Fgure 2b, which
spproximates th.  linder in the original confizwration of Figure Za by a planar surface, was uzed
because even at - : lowest frequency (2 nz) the radius and length of the cylinder in Figure Za
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are 2 X and 6 A, respectively; thus, compnter time and storage restricted us from applving the
conventional MM to the original geometry of Figure 2a. The improvement made Ly using the
UTD to include the cylinder eflect in the calrulation of the V veclor and the scattered fields is
shown by the large difference in RCS predicted, especially at the lower frequencies, by the MM
for Figure 2b and the MM-UTD for the original geometry of Figure 2a. Tkis occurs because the
observer is in the far ficld in the calculations in iterns 2 and 4 above; thus, the cylinder, though
large, is not infinite in radius. By including the curvature in the Z matrix calculation, we expect
only a small improvement in the RCS results since all sources and obsearvers on the appendages
are close to the cylinder, and thus the cylinder does look very much like a flat ground plaue.
However, more importantly, we expect a large savings in computer time since calculation of the
impedance matrix is the most time consuming part of the MM calculation at these frequencies.
Further refinements to the hybrid approach are in progress to handle more realistic aerospace
vehicles and to integrate in a self-consistent fashion the effects of antennas and jet inlet cavilies
that may be present == erch objects.
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figure 2: (a) Original geometry {b) Ground plane approximation to cylinder
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REDUCING THE OPERATION COUNT IN COMPUTATIONAL
ELECTROMAGNETICS USING HYBRID MODELS

E. K. Miller, 3225 Calle Celestial, Santa Fe, NM 87501

ABSTRACT

Proceeding on the assumption that no single technique is best svited to all problems that mightbe en-
countered in computational clectromagnetics (CEM), it follows that a variety of formulaiions and models
will continueto beneeded. Furthermore, as problem complexity inureases, it is also likely that no sin-
gle technique will be equally well-suited to all the features that a given problem might possess. For
these reasons, development of hybrid models, defined here to be those that integrate two or more dis-
tinct mmodel types, offers one of the more profitable approaches for future CEM model research, The
basic idea is to apply each kind of model to only those parts of a problem to which it is best suited, as
measured by the operation count (Or”) required to provide a desired accuracy, and to obtain the desired
information. A paradigm for generalizing the development of hybrid models, which currently primarily
involve pruducing specialized computer programs, is to exploit the commonality of the source/field
(S/F) relationship (in the form of the ficld p.opagator thata given model uses) thatis required of all
models. This propagatoris a Green's function for an integral-cguation (1E) model, the Maxwell curl
equations for a4 differential-cquation {DE) model, analytical expansions for the generalized multipole
technique (GMT), and ray tubes, refraction, and diffraction coefficients for an optical model. By apply-
ing that ficld propagator most app-opriate to the separate parts of a complex problem and linking them
through continuity and boundary conditions at adjoining surfaces or within common regions, a fexibie
hybrid modeling environment can be achieved.

INTRODUCTION
Whatever field propagatoris employed in EM analysis, all CEM can be observed to involvea dis-
cretized, sampled, approximated representation of a physical problem, since the problem is:
~-RISCRETIZED in time, space, angle, frequency, . . ..
-~-SAMPLED to quantify EM observables, i.e., sources/fields (S/F);

--APPROXIMATED duc to use of a finite number of samples, or degrees of freedom.

and

All first-principles models (FPMs) require the same two kinds of sampling: )
4 1} Of the S/Fs {or which a solution is sought, using basis or expansion functions,
an
2) Of the equations that the S/Fs are to satisfy, using testing or weight functions,

whether the model is based on integral cquations, differential equations, modal expansions, or optical
descriptions (although not a first-principles approach, optical models mightbe viewed as such at high
freyuencies), and whether developed in the trequency domain (FD) or time domain (TD).

All such models thus share a method-of-moments (MoM) commonality and involve two essertial com-
putational steps:
1) Developing a set of interactions that usually, but not always (a TD model using explicit time-
stepping produces a diagonal interaction matrix) leads to a linear system of equatio:  (or
d coefficient matrix), that we call the “'system” matrix;
an
2) Soiving the sysicui inatrix for unknows $/Fs.
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The total OC must grow at least as fast as the number of S/F samples since each sample requires at least
one computaiion for its evaluation. The OC may grow much faster, however, because the S/F samples
are usually related, where the nature of the interaction relationship determines now many operations per
S/F sample will actually be required. A limiting-case exception for an integral description is physical
optics (PO) where there are no interactions between sources, so that the initial operation count (to evalu-
ate the current) is proportional to the number of source samples. Besides the number of sources, the
total OC is determined by ihe additional observables that might also be subsequently obtained from the
sources.

FPMs can also be characterized as to whether they are global, where equation sampling produces a
dense, or full, matrix of interactions, or 'ocal, where equation sampling produces a sparse matrix, in
terms of the interactions that occur between the S/F samples. A categotization based in the S/F relation-
ship and the domain (frequency or time) in which the model is formulated leads to the following four
major CEM FPMs and observations: )

1) Frequency-domain integral-equation (FDIE ) global models have been most widely devel-
oped since they were the first approach to receive detailed study, where it should be noted that some
GMT models are basically equivalent.

) 2) Time-domain differential-cquation {TDDE) local models are receiving substantially increas-
ing attention as computer memory and speed have increased, and are especially suited to highly-parallel
computels.

3) Frequency-domain differential-equation (FDDE) local models have been less used, in large
part because the TDDE offers better OC efficiency.

4) Time-domain integral-cquation (TDIE) global models have been least explored, probably be-
cause they are perceiver to be most difficuit to implement,

The basic difference between [E and DE models is the field propagator thatthey employ. As illustrated

n Fig. I:
—An [E-based model uses a ~A DE-based model used the Maxwell
Green's function curl equations (or wave equation)
--The field at R, involves intcgration ~The fie!2 «t Ry, involves adjacent field
integration over enclosing surface S valuesin volume V.
--The solution space has the dimensionality -Solution space has dimensionality of
of enclosing surface § volume V
- Fi 1. For a homogeneous, mienor problem, finding the field at
SuUrRrAce S m%.mpdnlwngmlEmlwvumﬂmew
enciosng surface while & DE model requires samping over the en-
closed volume.

> Lo [ =]

It is generally irue that DE propagators iead to more

unknowns, but produce a sparser matrix having sim-

pler interaction coefficients. DE wnodels are also appli-

cable to more general problems than are the corre-

spouding IE models, including those having medium
vOoOLUME WV nonlineanity aad inhomogeneity and time variation, be-

cause of the lack of a Green's g'mction for most such
problems. In TD modeling, the interaction maiiices
may be diagonal, using an explicit forrnulation, whereas FD marrices never are.

Clearly, an important, universal measure of CEM model complexity is the number of spatial unknowns.
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For interior problems involving homogeneous media, IE models sample only on bounding surfaces
while DE models sample throughout the volume enclosed by those surfaces. DE models, furthermore,
require a “closure” condition for eaterior problems to truncate spatial sampling that would otherwise ex-
tend to infinity. Optics models, by contrast, usually need only to sample eages and discontinuities of
the problem space, although the ray tracing that is required can be a challenging requirement for geornet-
vically (and electrically) complex problems. In all other CEM models, the number of unknowns is also
driven by the -vave nature of EM fields, since the spatial sampling density must usually be some number
per wavelength in each space dimension.

REDUCING THE OPERATION COUNTS OF FIRST-PRINCIPLES MODELS
A major challenge in CEM is to increasethe size and complexity of problems that can be affordably
modeled. One way of doing so is hardware-based, by better matching CEM models to new computer
architectures {e.g., those that are distributed, highly parallel, ctc.). The other is by decreasing:
—the number of S/F samples required 1o achieve acceptable fidelity,
g —the number uf operations required per sample; '
an
—the amount of redundant computation that is done,
all \;’ith respect to obtaining the ne-ded information, for which a variety of approaches are being pur-
sued.

Reducing the amount of redundant computation imp!ies eliminating unnecded numerical steps in the
p P 3

u;odclinfg 'Brocess. A simple, yet ofteti-encountered, example is that of not fully utilizing all 1\2 coeffi-
cients of the admittance marrix that comes from factoring or inverting anIE impedance mauix, When
modeling antennas having a single (or only a few) feed point, only & single column (or a few columus)
of the adm’nance mamix is needed, an application for which iterative solutions offer an attractive clerna-
tive. A similar observation holds if scattering results are necded for only one, or a few, incidence an-
gles. Other exampies are provided by over-sampling observables in space because there is no reliable
way to estimate the solution accuracy a pri -7 for a given spatial sampling density (or in frequency or
angle), because known problem physics a1 not being fully exploited 10 estimate the behavior between
samples. Model-based parameter estimation (MBPE) provides one approach for addressing this prob-
lem [Miller and Burke (1991)].

Ways of reducing the operation count of matrix-based CEM approaches are relatively few, but varied.
They include:

~Decreasing the size of the system matrix (the matrix produced by x FPM,:

-Simplifying computation of the system matrix;

—-Dcvcloping a system matmix that is easier to solve;

~-Minimizing the nwnber of system-matrix solutions that are needed.

Some specific exarmples of OC reduction (OCR) along these lines are:

Fora DE model, the system matrix can be decreased in .7 by maving the closure
boundar, nearcran object being modeled through using a more suitable local closure con-
dition [e.g., the “on-surface radiation condition, Kriegsmann et al. (1987); using IE-
closure, Cwik (1992)].

Foran IE model, the OC requiredto compute the systcmn matix can be reduced by
replacing rigorous field expiessions with more easily computed approximations or repre-
senations [e.g., for the interface problem, vhere Sommerfeld integrals are replaced by
reduced-order models Burke and Millet (1984); or where complex-image theory is used
Lindell et a). (1986)].

Again, for an IE model, the cystem matrix might be made easier to solve by con-
centrating significani interactions into fewer coefficients (a near-neighbor-like approxima-
tion) { ¢.g., the “impedance-localization procedure, [Canning (1993)]; using “directive
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basis functions, [Pogorzclski (1993)]; reducing the complexity of far interactions through
the fast-multipole method, [Coifman et al. (1993)); using “divide and conquer” techniques
such as spatial decomposition, [Umashankar et 1. (1992)], diakoptics [Swerling et al.
(1987)], compartmentalization [Wang and Ling (1991)], and partitioning [Spring and Can-
gellaris (1992), Chupongstimun and Lee (1992)]}.

) For any FD-based model, the number of system-matrix solutions that are need
mightbe decreased by using reduced-order models for a sampled frequency response or
angle radiation pattern [using modei-based parameter estimation, Miller and Burke (1991)].

A RATIONALE FOR HYBRID MODELS

A means for achieving OCR that involves aspects of all the approaches just mentioned s that of devel-
oping and using hybrid models. The rationale for hybrid modeling 15 that of assigning the most appro-
priate S/F propagator to the different parts of a complex problem with the goal of substantially reducing
the total OC required 1o obtain the desired information. A generic problem that illustrates the principle
involved ;5 shown in Fig.2, where the various field propagators that might be used to model different

Figure 2. A gsneric problem to iks-

R Flat Diates- trate how difierent kinds of field propa-
ﬁ“Y‘:': Arﬁtﬂr\rsq‘ GTD Moael ~ gators might be used for modeling a
Wegalfq problem tnat is geometrically and elec-
~] Wically ccmplex.
Ditlectric Interior-
Pancirabie DK [ /poEMC 2

parts of a missile-like object arc
suggested. Whilc it may be
feasible to solve a problem
having such differ. nt electrical
and geometrical characterisiics

Divbctys. Surface—

Combined-Frekd ) using a onc-propagator model,
inegral £q. Open Conducting Suface (Patuy Copid® the computer resources re-
Elecric Figld intagral Bq. Exparsion quired to do so, and the accura-

cy that might be achieved, can

b: far from optimal compared

with instcad using a multi-

propagator, hybrid model, In the following discussion, we consider a sequence of simpler problems to

demonstrate this point conceptually, first estimating their solution OCs when solved using ~ach of the

m };PMs discussed above, and then estimating the reduction in QC that can be realized using a hybrid
el

OPERATION COUNTS FOR SINGLE-PROPAGATOR MODELS OF SOME <tMPLE
PROBLEMS

We consider fonr related problems, beginning with an isolated conducting body in free space, then sep-
arately adding an Inhomogeneous dielectric sheath and a nearby conducting plate, and finally including
both features together. We first express the total OC as a function of problem parameters for the four
major FPM types as outlined above and indicate the most efficient single-propagator model in terms of
0C, by denoting that mode} with a double underline. Then, we derive the total OC for three kinds of hy-
brid models applied to these separate problems to estimate the speedup, in terms of reduced OC, that
thesc hybrid models offer over a single-propagator model of the same problem. In cach example, we
consider one of the problem parameters to be largest, for illustrative purposes, and de: -~nate this param-
eteras the controlling probiem parameter (CPP). Those parameters that appearin a | ticular model’s
OC are similarly designated as controlling model parameters (CMP). We emphasize w.at choosing an-
other parameier would affoct the specific resnlts hut not affect the general benefits of using a hybrid
model. It should become apparent that, for even such a simple problem, the ramifications of varying the
problem parameters can be non-trivial, For the four FPM types, the estimated OCs are those associated
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with obtaining a solution at a single frequency. Note that if broadband results ar» needed, TD models
are inherentlymore efficient, since results can be obtained acrossa wide frequency racge from a single
model run compared with FD models that requirc many frequency samplés across that frequency range.
Also, X and X, denote, respectively, the number of spatial samples for all models and number of time

samples needed for a TD model.  Note that X, fora DE or IE model is essentially independent of
whether that model is implemented in the FD or TD.

Example 1: Isolated Conducting Body in Fre. Space )

An isolated, conducting body of area “B" square wavelengths in frec space is one of the simplest
configurations to - 1odel, leading to the OCs shown in Fig. 3. Note that only the highest-order B-
dependent terms ... ¢ included in these OC estimates, and that algorithm-dependent multiplying coeffi-
cients can substantially affectthe to1a] OC for a given problem. The symbolic quantities “i” and “d” are
the linear, spatial sampling dencities required for IE and DE models, respectively, and 1 is the number of
terations required for convergence 1o a specified accuracy for an iterativa solution,

-

}MQDE‘ Xy E QC Conducting Body of
Area "B" Square
FDIE |28 |~ [#1B2 Iteration Wavelengths

i683, Factorization

4332 |- 23[33/2, Iteration

d’B7"2, Banded Sofution
TE 2B |ivB [i’B5/2, Explicit time-siepping

MODE [d3B32 lavB |d4B2, Explicit time-stepping

(a) {b)
Figure 3. OC on object aea for tha four FPMs |part (a)) of an isclated body In free  pace of B in square wavelengths
{pact QI mm m definition for this casa, e éh‘l’ ag well, In w?c?sa. whei, xed using ileration, the FODE
provides the iowesi-order dependence on B, assuming that convergence of the ilerative soition occurs such that 1 « Xg-

Example 2: Isolated Conducting Body with Inhomogeneous Sheath

) The same conducting body of surface area B square wavelengths covered by an inhomogeneous,
diclectricsheath of electrical thickness “t” wavelengrhs in the radial direction, leads to the results shown
in Fig. 4. For thin-enough sheaths (nominally assumed here to be of order one wavelength, witht «
VB), we considerthat B remains the CPP, resulting in its being the CMP for DE models, while B andt
together are CMPs for IE models. The IE models brcome less OC-cfficient because they require addi-
tional spatial smnples in the inhomogencous sheath while the DE models are relatively unaffected by the
sheath since the v sample volumetrically out to the closure boundary in any case.

Erample 3: Conducting Body Located Near A Conducting Plate

When a conducting plate of ar=a “P" square wavelengths is located a distance “s” away from the
conducting body of example 1, assuming that s is the CPP, wheres » VB and ¥P, the OC results
shown in Fig, 5 are obtained. Even though s is he CPP, we see that only B and P are CMPs for the
FDIE rodel because the spatial sample count for an IE model does not depend on s. However, s also
becomes 2 CMP for the TDIEmodel, because of needing to aczount for propagation time between the
plate and body in the time-stepping solution, B, P ands all become CMPs for the DE models, because
such modefs need to samy.le a volume determined by the plate area, the plate-body separation distance,
and the body extent beyend that. The TDDE model includesan extra s factor over the FDDE because of
the interaction time over that separation distance, in the same way as occurs for the FDIE modcla,
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Exawple 4: Conducting Body with Inhcmogeneous Sheath Located Near a Con-

ducting Plate

Finally, a combination of the conducting body having both an inhomogeneous sheath and a near-
by ~onducting plate leads to the resuits shown in Fig. 6, where it is assumed that the platearea P is the
CPP. For this application, the IE models both exhibit higher-order P dependencies that eitherof the DE
models, which is also the CMP for these models, The DE models also contain s and VB as CMPs, and
as for example 2, the FDDE model again exhibits the lowest-order P dependence.

Conducting Body of
Area "B" Square
Wavelengths
MODEL X, X |OC
FDIE  |i%B = |i®12B2, lteration
+i3m i913B3, Factorization
ERRE [*B32 - |43[B3/2, reration
478772, Banded Solution
TDE [i%B iVB [i72B5'2, Explicit tim i SN
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OPERATION-COUNT REDUCTION USING HYBRID MODELS
We consider three different hybrid models that might be applied to the gencric problems just discussed.
Hybrid IE/GTD Model for Plate-Body Proglem .
As a first example uf using a hybrid madel, we consider the simplest of the examples considered
above, the platc-bodygoblem, modeled using a combination of an IE for the body and an optics [geo-
metrical theory of diffraction (GTD)] model for the plate compare.d with an IE model for the entire

problem. This hybrid IE/GTD model has the effect of reducing X from ~ i2(P + B) to instead ~ 2B,

The number of interaction coefficientsis then ~ iB2 rather than 14(1’ + B)z, The LU-decomposition
OC for the hybrid [E/GTD model then is of order 8B3, producing a savings relativeto the full IE model
~(1+ P/B)3. The OC savings provided by this hybrid nodel over an IE maodel for the entire problem

is s2en to grow as the cube of the plate area. Were an iterative solution to be used instead, the OC sav-
ings would grow as the square of lge plate area.

Hybrid DE/IE/GTD Model for Plate-Sheath-Body Problem .

When the inhomogeneous sheath is added to the conducting body, an appropriatc hybrid model
would be one that again models the plate using GTD, the sheath using a DE model and an IE for the
sheath surface. The number of IE unknowns for the hybrid model would be ~ i2B rather than the (B
+ P + Bit) thatthe full IE model would require. The total number of imteraction cocfficients (non-zeros

in the problem system matrix) for the hybrid model would then be ~ {482 + kd3Bt rather than the i4(B +
P + Bit)? required for the full IE model with * a small integer depending on the DE numerical model.
An iterative-solution OC for the hybrid model is thus of order 1i482, resulting in a savings relativeto

the full IE model, aiso solved using iteration, of order(1 + P/B + it)24 Thus, as the sheath becomes
thicker, the savings provided by the hybrid model would eventually grow as the square of the sheath
thickness, assuming that B remains » t, numerically.

Hybrid DE/ModalUGTD Model for Plate-Sheath-Body Problem . .

As a final example of a hybrid model applied to the plne-:hﬂxh-bod) problem, consider using 2
modal expansion for ihe surface ficids while retaining the GTD propagator for the plate and s DE model
for the inhomogeneous sheath. Furthermore, in the modal spectrum retain only modes in the range of
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the resonance peak from 0.9 to 1,1 ka, where a is the effective sheath vadiusin wavelengths. Also, as-
sume the modes on the dielectric surface can be approximated in product form as F(n.§) = l'l(n)fz(';).
so that the number of mode-expansion unknowns would be = 2a= YB/4®. The number of interaction
coefficients would then be ~ B/x + Btd3 rather than ~ i%(B + P + Bit)2. The iteration OC for the hybrid
model is then ~ I{(B/n+ Btd3) ~ IBtd> FOR td3r » 1. The savings relativeto the full IE model solved

using iteration is then ~ {iB(it+ | + P’B)Z}/t assumingd ~ i. The speedup that these three hybnd
models might offer relative to a single-propagator IE model for the same problems are summarized in
Fig. 7 as a function of plate arca P as the CPP.

Figure 7. Relative speedups (OC raduclion) achiaved using the
7 T hybrid models discussed in tha lex! over a lull {E modsl, both
| L e} solved using the same approach (see text for discussion). The re-
3. e sult for curve (a) applies whera t = 0 {.8., there is no shaath), and
E 10 s i for (b) and (c) whare an inhomogenaous sheath one wavslength
thick i§ prosen, Curva (a) is for a hybrid IE/GTD using LU decom-
z | L. W posiion. Gurve (b) ls for a hybrid DEAE/GTD model Lsi |n iteta-
FRi ] _‘m__ tive solution. In curve (¢), the Speedup is shown lor a
[T Py D DE/Modal/GTO modal, again solved using ileration. 1t Is assumad
o T thal the sampling density is 10 par wavalength in finear cimension
> (I 8., 100 ‘::r square wavelangth and 1000 per cubic wavelangth).
/ 1 obect area is six square wavelengths.
10" 4~ :
/ | CONCLUDING COMMENTS
, i The operation counts associated with applying the
10 0 Y T = four major kinds of first-principles models to some
#ulamain sqldrewavatengns  *° simple generic problems have been shown. The po-
tential benefits of instead using multi-propagator or

hybrid models has been demonstrated by comparing the decreased operation count such models can pro-
duce relative to single-propagator models, showing possible orders-of-magnitude improvement,
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A Hybrid Technigue For NEC (Numerical Electromagnetics Code)
S. R. Rousselle
and
W. F. Perger
Electrical Engincering Department
Michigan Technological University
Houghton, MI 49931-1295

Abstract A modification of the magnetic field integral equation (MFIE) in Numercial Electro-
magnetics Code (NEC) which permits faster execution without appreciable change in accuracy
is described. ¥or several antennas. results are presented which show a reduction in computation
time as large as a factor of 135 y naintain acceptable accuracy.

1. Introduction

Since the development of NEC (2. it has undergone numerous changes to immprove accuracy or
include specialized phenomenall]. Few of these advancements. however, have focused on taking
advantage of the way in which NEC solves problems. By assuining that the physical optics
approximation is valid for surfaces, a hybrid code has been developed to reduce: the solution time
while maintaining accuracy.

NEC was developed to use a hybrid equation for .he interaction of {he electric field integral
equation (EFIE) 1 model wires and the magnetic field integral equation (MFIE) to model
closed surfaces. Because the MFIT. i- strictly valid only for closed surfaces and 1. therefore not
as flexible as the EFIF far compl x structures, wire-grid models and the EFIL are commonly
used(3]. However. it hay becu found that. at least for some cases. NEC will accurately predict
the far-field pattern of an antenna structure over an infinitesimally thin open surface which acts
as a reflector. In principle, this should not give the correct result and is an incorrect modeling
technique. In this paper. we will provide examples as to when we have found this to succeed.

One of 2ur goals is to use this observation for improving upon the computation time associated
with the matrix filling and subsequent solving for surface patch currents when they can sinmply
be obtained using a physical optics current density upon completion of the EFIE solution,

2. Background

An interactive design package [6] was used to reveal that the current was approaching zero at
the surface edges. From these observations and snggestions, [4]. it became evident that a hybrid
code could be developed to reduce the computation tinie associated with the matrix filling and
solution. The MFIE solved in NEC 1|2, Part 1]:

1

—AlF) x 11 () = =3 A7) + = [ ) x [T % Pg(f )] dA. ()
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where f! is the magnetic field incident on the surface. J, is the surface current that it indnces,
7(7,) is the outward directed normal vector at (7,). g(¥. ') is the Green's function given by:
o oy _ exp{=jk|F = ])
r.r = e .
g{r.7) e

and the subscripts “P.V., §7 indicate the principal value of the surface integral. In the Physical
Oplics (PO) approximation, the term in Eq.(1) is negligible for a smooth surface whose radius
of curvature is large compared to a wavelength(3).

3. Results

Our first. example. shown in Figure 1 is the farfield pattern of a monopole perpendicularly

Monopoie Over Inhntely T Pateh » NECZPO
%,

Figure 1: Comparison of far-ficld pattern for a monopole over thin patch for the hyvbrid NEC2-PO
code (marked line) and experiment (solid line).

oriented over av infinitesimally thin conducting pasch using the hybrid NEC2-PO code (the
marked line) and a comparison with experimental data measured in an anechoic chamber. For
comparison. Figure 2 shows the agrecment between the far-field pattern of the same monopole
antenua o NEC2 (unmodified. the marked line) and the same experimental data (solid line)
As can be seen. there is relatively little difference between either of the two computed patterns
compared with experiment. The strong agreement between the measured aud NEC2 patterns
suggests that infinitesimally thin patches can be used to model reflectors.

Our sccond example is the Fxample 4 of the NEC2 User’'s Guide, a '1" antenna on a box over
a perfect ground. Figure 3 chows the closc agreement between the NEC2-PO code {marked liue)
and the original NEC'2 code (solid line).

The last example a model of a iwonopole antenna on a 1992 Cadillac Seville with 10 wire
segments and 344 patches. as illustrated in Figure 4. and was created using our NEW IDEAS
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Monopole Over Infinitely Thin Patch - NEC2

Frequency = 930.00000 MH2

Figure 2: Comparison of far-field pattern for a monopole over thin patch for the original NEC?
code (marked line) and experiment. (solid linc).

Exsmpie 4 NEC2 Uswr Manus! T Anienna on » Box Over & Parkecs Ground
90,

Froquency = 290.79008 MHr

Figure 3: Comparison of far-ficld pattern for Example 4 of the NEC User’s Cuiide for the hybrid
NEC2-PO code (marked line) and the original NEC2 code (solid line).
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software [6]. In Figure 5 we have plotied the far-field patteru for this structure using the hybrid
NEC2 PO code (marked iine) and the original NEC2 code (solid line). It is interesting to noic
that for this example. the hybrid NEC2-PO code ran in 3.3 seconds as compared with 401
seccuds. on an RSG000 model 540. The particular frequency chosen in this example was 100
MHz. or nearly middle of the FM band.

4
MU [ (Howriea) Kiovtrgmepratios vith [-Rag) <\
1= e MEC Trare laber Varsion 2,10 (Beta) L/
Py e AL 110 (Ser masae i, tob? X
£€) 1992.1993,19%4 Hishigan Tewnnalogies] University

Figure 1: Illustration of the patches and wire segments used to model a 1992 Gadillac Seville

4. Conclusions
From the examples given. it appears that the use of a physical vptics approcimation within the

NEC program can result in a considerable computational savings. Futiure work will necessarily
inchude testing this hypothesis for its range of applicability.
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Figure

Monopole on 1992 Cadillac Seville

270
Frequency = 100.00000 MHz

5: Compatison of far-field pattern for a monopole on a 1992 Cadillac Seville using the

hvbrid NEC2-P0O code (ularked line) and the original NEC2 code (sohid line).
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AN APPROACH FOR SOLVING SYSTEM-LEVEL
ELECTROMAGNETIC COUPLING PROBLEMS

Everett G. Farr and Robert J. Antinone
Farr Research and BOM Federal, Inc.

I INTRODUCTION

When a complex system is exposed to an external electromagnetic (EM) field, voltages are generated
at the pin level of sengitive electronics that can upset or damage a system. The ability to predict the ficld levels
required 10 goncrate such an event is of critical importance to the understanding of the
survivability/vulnerability (S/V) of a systeni. However these predictions are quite difficult because of the
complexity of the systems involved. We summarize here an approach for solving this problem by using a
varicty of codes that already exist, as well as some new technology in the area of interpolating sparsely
sampled data.

The type of problem one encounters is shown in Figure 1. A planc wave is incident upon a system
wnh apertures and slots 10 the exterior surface. The external fields leak into a cavity, which contains

t boxes connected her by shitlded cables or bare wires. Since there are muitiple conductors in 2
bundlc multiconducior tnnsmmlon fine theory is requirxd to solve the cable problem. There are one or more
sensitive circuits at the end of the cables. The voltages at the inputs to the circuits cannot exoced some
maximum. We propose here an approach for solving this problem using a combination of EM fields cocdes, a
muiticonductor ission line code, a circuit codc, and a scheme for interpolating sparsely sampled data.

g

Figure 1. A typical system-level EM coupling problem.

1. THE CHALLENGES IN SOLVING THE SYSTEM-LEVEL COUPLING PROBLEM

The chaiienges in soiving system-icvel EM coupiing probiems iie in four main areas. First, there is a
natural separation of codes into distinct areas, EM ficlds, transmission lines, and circuits. In general, these
problems are solved separately, with no clean method of passing the output of one problem to the input of the
others. This problem can bs overcome by adjusting the Input/Output (I/O) of the various codes to be in a
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tormat that is compatible with the other codes. While this is simple in principle, in practice it may require
considerable effort.

A variety of codes are required to solve this problem. Looking from the outside in, first one requires
an clectromagnetics ficlds code. Two codes are currently available that could serve such a purpose, GEMACS
{1] and XPATCH. Inside the cavity, onc would use GEMACS. At the transmission-line level, onc might use
QV7TA, which provides a solution to the “ BLT” multiconductor transmission linc equations, developed by
Baum, Liu, and Tesche [2,3]. Finally, at the circuit level, one could cither write one's own code, since we
propose to linearize the problem, or use an existing code such as SPICE.

A second challenge to solving the system level problem lies in the complex nonlincar circuits that must
be analyzed in order to test their sensitivity, In many cases, one can assuine a linearized model for the circuit,
and still achicve rcasonable accuracy. An example of where this is valid is the problem of back-door HPM
coupling, where the frequency of the incident field is far above the mtended operating froquency of the
noalinear solid-state devices. It has been shown that this problem can be linearized by measuring the input
impedances of nonlinear circuits out of band [4]. This is discussed in more detail later in this article.

A third challenge lics in the very large amount of data required to demonstrate hardness of the asset.
If one wishes to show that the voltage at a certain component never exceeds some maximum value, one would
need 0 show this for many differeni wgles of incidence, tor two polarizations of the incident field, and for
many different frequencies. The ity of demonstrating hardness at many different frequencies is
potentially the most troublesome, since one must anticipate the possibility of sharp resonances in the response
data that could be missed if the data were sampled too sparsely. A approach for addressing this problem is to
use a procedure called Model Based Parameter Estimation (MBFE) [5,6]. This procedure allows one to make
calcalations at sparsely sampled frequency points, and then interpolate intelligently between the samples. Onc
uses known information about the system, such as its response at zero frequency, to fit a rational function to a
sparse sampling of data points. We dizcuss this technique in more detail later in this article, and provide some
examples,
A final challenge lics in the complicated geometry specifications of the external shell. Typicaliy, the
first step in the analysis is 1o calculate the skin currents on a complex object such as an aircraft, helicopter, or
tank. It is tedious, however, to provide compleic geometry daia to an EM fields code in a format that it is
uscful. (nec way this can be doae is to take advantage of Computer Aided Design (CAD) drawings of an
asset, which are ofien available from the manufacturer. However, these drawings typically are not discretized
in a form that is compatible with the EM field computation of skin currents. Fortunately, at least onc CAD
package, called ACAD, has developed the capability to discretize a surfuce model directly. This program
provides either quadrilateral patches for Method of Moment (MoM) surface patch analysis, or triangular
patches for Shooting and Bouncing Ray (SER) analysis. Once discretized, the geometrical description of ths
assct can be output to an ASTII file, which could then be converted to a format compatible with the geomietry
file of the fields code.

11l.  CIRCUIT ANALYSIS

For back-door HPM coupling, the circuit problem c:isists of cffccts that occur at microwave
Srequencies, and cffects that occurs at the lower frequencies, where the circuits were designed to operate. We
comsider here only the effects at microwave frequencics, and we end our analysis when we determine a device
hag either bees: upset or damaged.  The system’s sesponse to that upscet or damage can then be determined by a
systems analyst.

The first cragideration must be whether to carry out the analysis in the time or frequency domain.
Time domain analysis can deal with nonlincarities, but it is more complex and costly to perform. Study of
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HPM phenomena to date indicates that the problem can be considered linear and that frequency domain
analysis is suitabie.

Researchers noted during damage testing that the signa! reflected from the device under test usually
did not change when damage occurred.  Rescarchers expected to see the reflectod power change when the
component failed, but in many ceses it did not. The nonlinearity was masked. Researchers conceived a
seasitive experiment to determine the lineanity of circuits subjected to HPM signals. Figure 2 shows a
measurement scheme thas uses the wide dynamic range of a spectrun) analyzer to determine the nonlinearity
affecting the reflected signal. A 300-MHz signal waz incident on the device under test, a 74LS00 NAND gate.
A directional coupler was used to sample the signal reflectod from the gate. The spectrum analyzer was
cmnectedwﬂwdmcuan]mplcrmdwusettoswupmeﬁaqumcymucmwnng300M}-lzw900MHz
This allowed the spectrum analyzer to look at the fund; , and third h ic reflected
from the gate under test. Byumsuchummmsnlusbeenobwwddmthcmxdmduurd
banmoaics are down by wore than 40 dB from the primary, This suggests that the nonlinesr effects arc not
critical to model.

Cou. ponsnt Non-Linearity Measurements

300 MHz
Signai

Source

Spect Reflected Fund 1al (300 MHz)
Analy R 2nd H ke (800 MHZ)
Refh d 3rd Harmonic (900 MHz)

Figure 2. Nonlinearity measurement system.

These data raise the question of why components that are known 1o be nonlincar do not manifest that
nonlincarity when subjected to HPM signals. The answer appears to be that parasitic capacitances and
inductances associated with the device and its package dominate the device impedance at higher frequencies.
Input impedance measurements have been made, for example on 741 operational amplifiers, The impedance is
high at normal operating frequencies but rolls off at higher frequencies. In fact, at high frequencies the
impedance looks like that of a capacitor up to about 1.3 GHz where a resonance occurs and it begins to look
inductive. The parasitic inductance and capacitance that dominate the impedance are linear, and the vy mask the
intemal nonlinesrity. Thus, for most back door coupling cases the affected circuitry can be treated as having a
lintar response to HPM signals. The parasitic capacitances and inductances isolate the internal nonlincaritics.
Thus, frequency domain circuit analysis is adequate for these problems.

Even if onc chooses to use simple linear circuit theory, complications can arise  For example,
Figure 3 shows the impedsnce of a common ceramic capacitor. At low frequencies it behaves as expected, but
at higher froquencies it docs not. It resonates with its own lead imductance and internal inductance at about
60 MHz and acts more like an ind at higher frequencies. The analyst must take this behavior into account
when applying the code to HPM frequencies. Note that simple elemznts adequately model this hehavior, but
more elements are required than just the capacitor.
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Figure 3. Impedance of 2 common capacitor. (The solid line is magnitude and the dashed line is phase.)

In the case of back door upset most analog components respond with square law response when the
incident HPM signals are low. That is, the rectified voltage out of the component is proportional to the square
of the incideut HPM voltage. An order of magnitude increase in the HPM voltage results in a two order of
magnitude increase in output signal. For digital compouents, there is a threshold HPM signal that causes a
change of state at the output. Table 1 shows the typical incident HPM power required to cause a 10-mV
N response referred 1o the input for analog components and a change of state for digital components.

Table 1. Nominal response data for common components.

Devies VIGHz 02GHz 05GHz 1GHz 2GHz S5GHZ 9GHZ

Eamly  (@BW) (@BW) (BW) (BW) (BW) (BW) (dBW)

TTL -17 -17 -17 -JA -1l -7 -3

CMOS -10 -10 -10 -10

Linear 49 -47 -43 40 -32 =27 221

GP Si 49 47 43 -40 -32 =27 -21
XSTRS

Ge =20 20 -15 -12 -10 -8 -5
XSTRS

For degradation or damag: - ¢ effect can be considered to occur when a threshold power or energy is
reached. Absorbed power can be calculated - the incident voltage and component impedance. Table 2
shows typical damage thresholds for common ( aic components.
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Table 2. Typical dsmage thresholds for commoan components,

1 us Pulse Failure 100 ns Puise Failure

Devige Family Power (dBW) Power (dBW )

TIL 20 25

CMOS 23 28

Linear 24 29

Geaeral Purpose 24 29
Trapsistors

Medium Power 30 35
Transistors

RF Transistors 20 25

Microwave Mixer 6 6
Diodes

IV.  INTERPOLATION OF THE DATA USING MODEL BASED PARAMETER ESTIMATION

When cue calculates a response parametzr in the frequency domain, one typically calculates many
maore frequencics that are necessary to specify the curve. Onc does s¢ because there might be a resonant spike
in the response that could be casy to miss, The problem with this approach is that it is expensive to sample a
large number of points. Furthermore, even after going through the effort of calculating the response at a large
oumber of points, there is still the lingering question of whether it was encugh.

The tec? que of MBPE attempts to address this issue from a physics-based point of view [5,6).
When using 1. . .cchnique one makes assumptions about what the response must look like, and then one fits
the sparsely sampied data to a rational function model, In doing so, it is hoped that one will find the prominent
features of a response curve with considerably fewer samples than would otherwise be necessary.

The MBPE technique anises from both experimental observation and from recent theoretical
developments.  Experimentally, it has been observed for some time that if an object is illuminated by an
impulsive waveform, then the resulting curremts und fields tend to be sums of damped sinusoids.
Theoretically, the Singul. ity Expansion Method (SEM) arrives at much the sanmie conclusion [7]. One must
be cautious, however, because in sorw cases there can be an additional contribution to the response
~orresponding ' the driven response, which cannot be represented by a damped sine, and must be accounted
for in other ways.

The MBPE iechnique therefore a observabie of the form
N
J@) = TR+ f(n) )
n=]

where s, represents the N complex poles associated with the dzmped sines, and R,; represents their residues, or
weightings. The subscript "rp" indicates the non-pole portion of the response, and it often corresponds to the
driven response, In most cases, this is assurned to be cither very small or zero, however, some additional
degrec: of freedom may be included in the model in order to account for this possibility.

In the frequency domain one can express this mode! as

N
F&) = 32 4 Fplo) e

n=i® " %R
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Assuming the non-pole portion of the waveform is zero, this is exnanded as
N(s) Ny + Nis+Nps® + -+ Ny g8
F(“‘) = ArN T 2 T-1 N
D(s) Do+ Dis+Dys? 4ot Dy 1Vt s
lfﬂlefuncﬁonismwsmplcdatquoblouﬁms:,-,mcobtzinsinsampledform
F D(s;) = N(s;) @
This is just a Jinear sct of equations that can be solved for the N)'s and Dy,'s , provided that there are at lcast
as many samples as there are unknowns.
If one wishes to include a non-polc portion to waveform, this is typically modeled as

R
an(s) = ZC,,,J"’ )
m=-0

Using this, eq.ation (3) is recast into a slightly different form, but one still solves a set of linear equations to
obtain the coefficients. Including the non-pole part of a solution may be important if thare is a forcing function
(source) in the observable. The non-polc part of the model can aiso be used to niodel poles that are far outside
the modcled frequency range. Poles where 5, << s behave approximately as /s, and poles where s, >> 5
behave as Vs,

Finally, note that onc can often reduce the number of computations by calculating the derivative of a
response with respect 10 frequency, in addition to the response at that frequency. Often the derivatives are
available in closed form from the solutions, and this capability has already been included into a version of
NEC. Howewy, if one must couple the output of an EM ficlds code to a transmission line code, generating the
frequency derivatives is somewhat more complicated. If the validity of MBPE can be demonstrated for
system-leve! coupling without the frequency derivatives, then it may be useful to study the possibility of even
better perf: mance by including frequency derivatives at a later date.

L74 us consider an example problem, in order to test the validity of MBPE for fields in a cavity.
Consider 1hic problem of a closed rec:anguiar cavity with conducting walls of conductivity 5.7x107 mhos/m
(Figure 4). The cavity is excited by a dipole near onc end of the waveguide, located at
(0.54747, 5.47,2.735) um.

N~1

3

T2

Y
-

74

{=21.88cm

/[\
b =547 cm
N /
€ ax1094cm—D
£ x

Figure 4. The resonant cavity to be analyzed.

The field at the center of the cavity (E,) was calculated and plotted at six frequencics. A rational
function model was then fitted to the data. The model had the: form
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2N,
Exs) = 2_n=g____ ()
2.D,s" + &
=0

There are six complex unkno-vas in the above function (the Ny,'s and Dy's), so ci¢ has enough information if
the function E(s) is calculated at rix frequencies.

The ficlds calculated at six froquencies are shown as triangles in Figure 5. These data were then vsed
to generate the six unkmown coefficients in Equation 6, and the resulting model function is shown as a solid
line 1 Figure 5.

10C,000
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®  Comparizon Points
interpolated

Ex (Vim)

1,000

1m (] 2 il 1 .
2,380 1400 1,450 1,500 1550 1,600 1,650 1,700
Frequency (MHz)

Fiure 5. A comparison of 2 MBPE model to some frequency points calculatsd numerically. The data points
represaated by triangles were used to generate the model, which is represented as a solid line, The
round dots were additional frequency points calculated numerically to chock the validity of the
model.

The fina! step in the analysis is to calculate some extra points using GEMACS, and verify that they
fali on the calculated model. The additional points are round dots in Figure 6. There is excellent agreement
between the maodel (solid line) and the additional calculated frequencies (round dots). Note that in the points
used to create the model, there are no fields larger than 4 kV/m, and the mode! predicts a value of 67.1 k¥V/m
at 1.51 GHz. Al the same frequency, GEMACS predicts 70.2 kV/m, so the error in the model ncar a
resonance is just 4%. This is cxcelient agreement, and it shows that the MBPE model performs as expected.
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\4 CONCLUSIONS

A wide vaniety of techniq >s must be applied in order to addrcss the system-level EM coupling
problem. This article preseuts ar approach for addressing this problem at lower frequencies. The approach
involves a combination of EM fields codes, multiconductor tranamissien line codes, and circuit codes, all in the
frequency domain, The response can be sampled sparsely in the frequency domain and then interpolated using
MBPE,

A review of how to simplify the circuit analysis was provided. A review of model based parameter
estimation was provided. Results were obtaucd for the case of fields in a rectangular cavity, and it was shown
that MBPE interpolates the fiekls with quite good accuracy, even in the presence of sharp resonances.
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EFFICIENT MMP COMPUTATION OF PERIODIC STRUCTURES

Ch. Hafner, Swiss Fede-al Institute of Technology, Zurich
L. Bomholt, MIT, Cambridge

ABSTRACT

The original -rersion of the 3D MMP code offers several features for EM scattering. Although periodic
structures can be computed without any modification of the code, two new fearures are required in
order to make such computations cfficient and user-friendly. In this paper we discuss the problems of
previous aternpts to compute periodic suuctures with the wunodified 3D MMP code and the new
features. A comparison with other teciniques shows that the modified version of 3D MMP is useful for
obtaining very accurate and reliable results.

INTRODUCTION

The 3D MMP code 1] is a powerful tool for numerical clecuomagnetics with a wide range of
applications, It is based on the Generalized Multipole Techmque (GMT) [2], Le., it is closely related 1o
both analytic techniques and to the MoM. Therefore, 3D MMP is well suited when high accuracy and
reliability is desired. Moreover, the 3D MMP code allows to easily handle lossy diclectrics with
arbitrary complex permeability and permittivity constants, which is important for gratings used in
optics.

Recently, the method of fictitious sources [3] and similar methods [4] have successfully been applied to
periodic structures. These methods are essentially based on the GMT but they work with a small subset
of the basis functions available in the 3D MMP code. Thus, onc woukd expect that excellent results can
be obtained with 3D MMP. Simce the published version of 31D MMP version was not designed for
periodic structures, the brute-force method was used in [S]. In this method, a periodic structure with
infinitely many cells is replaced by a similir structure with a finite, but large number of cells. Naturally,
one obtains extremely large computation times even for simple examples. A more sophisticated
approach works with Floquet and similar theonies. This requires no modification of the code and allows
one 1o imbed 3D MMP in a simple Floguet =nvironment. Unfortunately, the convergence of these
techniques is so bad that the computation still is completely inefficient.
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PERIODIC BASIS FUNCTIONS

In the GMT, the EM field is approximated by a series expansion of the following form:

K
Field = Z Ay fieldy, + Error (0
k=1

The basis field functions field) fulfil the Maxwell equations inside a homogeneous domain. The
pasamcters A are computed from the boundary conditions. 3D MMP offers many different types of
basis (ficld) functions. Due to the numerical properties, multipole functions are favoured. Different
types of basis functions are oftcn mixed.

For perodic structures, one can use the same expansion with periodic basis functions. 1f all basis
functions are appropriate periodic functions, the boundary conditions have 1o be matched in one single
cell of the periodic structure and the boundary conditions in all other cells will be automatically
naatched. One easily can construct periodic multipole functions. Such functions consist in an zrmay of
multipoles at different locations. The amplitudes of the different multipoles are computed from the
direction of the incident planc wave. The number of the multipoles of such an array is infinitc. Thus,
one either has 10 find an analytic solution for the infinite array or onc has to truncate. An analytic
solution is known for monopoles, ie., zero-order multipoles, but it is missing for general multipoles and
other basis functions implemented in 3D MMP,

A truncated serics of Multipoles with different amplitudes can be introduced in 3D MMPF by means of a
special feature, called meta expansions. Le., no modification of the code is required for testing periodic
arrays of multipoles. Although this is encouraging, the result is disappointing - as one might have
knowi in advance. The convergence of the series is so slow that a huge number of multipoles has to be
computed for obteining a reasonable accuracy. I.e., periodic multipole functions are inefficient.

From the solution of Maxwell's equations in Cartesian coordinates, one finds another set of periodic
functions, the very well known Rayleigh expansions. These periodic basis functions are plane waves and
evanescent plane waves. They can easily be computed and are available in the original version of 3D
MMP. If many terms of the Rayleigh serics have to be separately defined by these functions, the user
has to perforra time-consuming and tedious work. For this reason, Rayleigh cxpansions have been
introduced as new basis functions in the code. These expansions are used to cxpand the refiected and
transmitted EM fiekl, but they are known to be incomplste for modelling the entire EM field of a
general periodic structure.

Although one can model periodic structures with a mixture of Raykigh expansions and periodic arrays
of monopoles, this approach is not satisfactory for MMP users who bike to take advantage of the entire
palette of basis functions available for general EM scattering problems. Since the implenentation of the
corresponding basis function is cumbersome and incfficient, a different approach is proposed in the
following
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PERIODIC BOUNDARY CONDXTIONS

The GMT is a pure boundary method. It is well known that domain methods such as finite elements
usually work with simpler types of basis functions that cause less numerical problems, Thus, we might
be tempted to entirely abandon the GMT in order to avoid the severe problems with the basis functions
discussed in the previous section. But we can solve our problems by a small step into the direction of an
entire discretization of the domains by subdividing a homogenecous domain into subdomains with
different basis field functions insiGe each subdomain. This requires the matching of the EM field on the
"fictiious” boundaries between the subdomains. In 3D MMP, fictitious boundaries can casily be
introduced without any modification of the code. For periodic structures, such boundaries are useful for
separating the space where reflected and transmitted EM waves are modelied with Rayleigh expansions
from the rest of the structure. This is illustrated in Figure 1.

incide reflected Rayleigh expansion
A
AN /7 fictitious boundary

\I fictitious boundary
transmitted Reileigh expansion

Figwe 1: Fictions boundaries sre introduced for separating the periodic structure and the area of the reflected and
transmutted Rayleigh expansions.

Obviously, one alsa can introduce fictitious boundaries for separating the different cells of the periodic
structure. On these boundaries, the EM ficld has to tulfil the followsng periodic boundary conditions.

Field(F +d) = C- Field(F) @

where d is the vector that shifts a point in one ccll to the corresponding point in the neighbour cell and
C is a constant computed from the incident wave. Periodic boundary conditions have been implemented
in 3D MMP as a new feature. This technique is iflustrated in figure 2. In order to obtain high flexibility,

one can introduce periodic boundary conditions with different vectors d. Up to 3 different periodic
boundary conditions can be defined in 3D MMP. The constant C can either be defined by the user or it
can be computed autoratically if the incident field is 2 plane wave.
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inciden! reflected Raylkeigh expansion

U —" - - m = = ke = m o ——

pexiodic boundary \
transmitted Reikzigh expansion

Figure 2: Periodic boundaries are introduced 1o isolate a cell of the periodic str s from its neighbours. The periodic
boundary condition (2) must be fulfilled on the dashed boundary oaly. In the periodic boundary coudition, the information

‘of the ficld on the dotied neighbour boundary is also required. Only the field in one cell is explicily modelied by

multipoles and other expansions. Afier the sojution of the probiem, the field in all other cells is obtained by a simple
transformation.

Fictitious boundary conditions and periodic boundary conditions allow to isolate a single ccll of the
prriodic array. The EM field is approxioated inside this cell according to (1). In the area of reflected
and transmitted Rayleigh expansions, Rayleigh expansions are most reasunable aml simple for modelling
the EM field. Ji would ! = possible to apply other pericdic basis lunctions in these domains but onc
usually is interested in the Rayleigh terms theroseives. Furthenmore, the convergence of these
expansions is excellent if the fictitious boundaries are sufficiently far away from the periodic structure.
Incidentally, neither the location nor the shape of the fictitious boundares and of the periodic
boundaries are unique. Straight lines (planes in 3D) are preferred because of their simplicity. The
fictitious boundaries can be shifted in order to obtain more information on the stability and reliability of
the results.

This technique is closely related to the technique that had successfully been applicd to waveguide
discontnuities |[7]. Instead of the Rayleigh expansions one has waveguide modes for modelling the
reflected and transmitted waves in waveguides. Fictitious boundaries are used to separate the
discontinuity from the undisturbed waveguides. Periodic boundary conditions are not required although
the field in rectangular waveguides is periodic (MMP is not restricted to rectangular waveguides). The
geomety of waveguide discontinuitics can be very complex. Ja the simplest case, the relation to the
modelling of periodic structures is obvious (se« Figures 2 and 3).

The introduction of the fictitions boundaries is somechow ambiguous. If the fictitious boundaries are
very close to the structure, the length of the periodic boundaries is small and the numbcer of basis
functions for modelling the discontinuity is also small. But in this case, the number of orucrs of the
reflected and uansmitted waves can be large. If the fictitious boundary is moved away from the
discontinuity, the number of orders can be reduced because the higher orders arc exponentially damped
in the direction perpendicular 10 the structure. So far, no cssential proeblems for seiting the fictitious
boundianes have been encountered. In conuary, using diffeveni miodels wiihi differcnt fictitious
boundaries is helpful for testing the stability and accuracy of the solution.
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l modes
T Betitious boundary

discontinuity

....... titious boundary

Figuze 3: MMP muodel of a simple waveguide discontinuity.

No information of the EM field in the neighbour cells is required for the computation of the EM field in
one cell with periodic boundary conditions. Once the EM field is knowr in one cell, onc obtains the
field in the neighbour cells by a simple transformation that is essentially the same as the o used for
defining the periodic boundary conditions (2).

A SIMPLE TEST CASE

A siraple grating consisting of wires with a rectangular cross section (see Figure 4) and a corupkx
refraction index n=0.3+3i has been computed in [8,9] with very different numerical methods. If one
compares the measured cross section of such gralings, one can recognize that the rectangular shape
with ideal corners is 2 considerable simplification. This simplification is required by several methods, for
example, modal expansions. On ideal conductors the sharp edges would cause a singularity of the field.
For the lossy conductors in the model onc still obtains very high ek ctric ficlds. In codes that are able to
accurately compute the EM field on the surface of any domain, this can cause nuwmoerical problems. In
the MMP model, rounded edges were used in order to obtain more reliable results. Incidentally, such
models are more realistic.

e "\. = u\%\ -

jdcalized model MMP mode!l

Figure 4: Idealiscd model used by several metbods and MMP model with rounded edges for estimating the error made by
the idealization. The following data were used in (B): d=1um, a=0.5pm, brd.4un, Ax1.50m, n=0.3+8i, ¢=0.
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Among the methods compared in [8,9], the modal methe:l [10] is considered 50 be most accurate.
When the radius r of the curvature of the edges in the MMP model is very small, the results of the
MMP computation are closer to the results of the modal method than the results of any of the other
methods. For example, the transmitted G-order efficiency for the s-polarization computed with the
modal method, the modal-SIBC and Lochbibler's method is 0.76785, 0.76501, 0.764979 respectively.
Two different MMP models with r/d=0.01 Jed to the values (.76647 and 0.76684. The first of these
models was relatively rough and inaccurate with a maximum mismatching of about 9%. Thus, one can
conclude that very accurate resulls are obtained with 3D MMP,

It secems that MMP allows 10 achieve any desired accuracy if the radius is sufficiently small (/d=0.01 is
still too large for obtaining an accuracy of more than 3 digits!) and if the discretization is sufficiently
fine, but for obtainlag an accuracy of several digits for the efficiencies, the computation time can be
quite Jorg (several hours on a PC for one single run with a fixed frequency, fixed excitation, etc.). For
realistic values of the radius r, one can obtain fast and accurate MMP results. If one compares the
effbciencies in function of the radius r, onc finds that the influence of this parameter i: far from being
negligible (see also Figure 5). For example, for 1/d=0.02 the transmitted O-order efficiency for the s-
polarization is already 0.7425. From a comparison of several MMP models it is assumed that all 4 digits
are exact.
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Figure 5: O-order efficiendies (top and middle) versus angular frequency o for the MMP modcls illustrated in figure 4 for
1ig=0.025, 0.05, 0.1, ¢=45°, camplex refraction index n=0.348i, Relative error £=2(8(0.03)-¢(0.023))/(e(0.033+e{0.025))
of the 0 order reflected efficiencies, where ¢(0.05) is the U avder reflectad efficiency for r/d=0.05.
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SURFA CE IMPEDANCE BOUNDARY . ONDITIONS (SIBC)

Several numerical methods scem to have problems with the material properties of the conductors. For
avoiding such problems, Surface Impedance Boundary Conditions (SIBC) are applied by soroe authors.
The value and problems of SIBC shall not be discussed in this paper but it should be mentioned that
such boundary conditions arc available in the 3D MMP code upon request. Thus, one can easily
compare MMP computations with and without SIBC. Introducing SIBC into a 3D MMP model has the
following effect: the number of boundary conditions on the conductor is reduced and the ficld mside the
conductor is not approximated by a series expansion anymore. Thus, the size of the matrix to be solved
and the computation time can considerably be reduced. Sore results are presented in Figure 6.
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Figure 6: Efficiency versus angular frequs ucy @. 3D MMP camputation of the grating illustrated in figure 4 for r/d=0.05.
p=d45°, complex refraction index n=03+8i. Comparison of throc models: 1) exact compuation (real comductor), 2)
simplifiod model with SIBC on the conductor, 3) idealized model with an id2al conductor.

The 3D MMP results obtained with the SIBC are much better than the results obtained with an ideal
conductor. The accuracy obtained with SIBC obvisosly is high for frequencies above the first
resonance. It is important to not-~ that the complex refraction index is cc stant in these computations.
This assumption is neither realistic nor necessary for the 3D MMP computation. {t has bheen used
because the frequency dependence of the refraction index was not available.
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REMARKS ON THE EFFICIENCY OF THE NUMERICAL TECHNIQUE

The introduction of fictitious boundaries and of periodic boundaries is most important for obtaining
high flexibility and user-friendliness. Obviously, these boundaries increase the total kngth of the
boundaries to be discretied. Periodic basis field functions would allow to compute periodic structures
without these additional boundarics. Thus, one is tempted to assume that this could be an even more
cfficient approach, provided that efficient algorithms for the evaluation of the periodic basis functions
are found. This might be true for such cases where the fictitious boundaries are much longer than the
real boundaries. But one should not forget that introducing fictitious boundaries often allows to
increase tikc error on these boundaries and to reduce the error on the real boundaries at the same time.
This means that one can obtain more balanced errors and that one can reduce not only the number of
equations or: the real boundaries but also the total number of equations. Le., introducing appropriate,
"unnecessary” fictitious boundaries can make MMP models more efficient. A longer total length of all
boundarics does not always require a higher total uember of equations and expansions. A typical
example can easily be found in the simple model discussed above. If the fictitious boundary is very close
to the surface of the rectangular wircs, the fieid has (almost) siogular points on the fictitious boundary.
Conscquently, the convergence of the Rayleigh expansion is very bad and many orders are required for
obtainjng useful 1 sults. To compute many unknown parameters in the Rayleigh expansion, a very fine
discretization of the fctitious boundary is required. If the fictitious boundary is moved away, the total
length of 2l boundaries is increased. At the same time, the fiekd on the fictitious boundary becomes
smoother, much fewer Rayleigh temus are required, and a much rougher discretization is sufficient for
obtaining the same accuracy.
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A PHYSICAL OPTICS MODEL FOR SCATTERING
OF HF RADIATION BY IRREGULAR TERRAIN *

G. J. Burke
Lawrence Livermore National Laboratory
P.0. Box 5504, L-156, Livermore, CA 94550

Abstract

Physical optics models were developed for scattering of HF radiation by irregular terrain
when an antenna is located on or near the scattering surface. The primary interest was in skywave
radistion patterns for communication links using the ionosphere. Second-order reflections were
included in the solution through an image approximation, and the UTD result for an impedance
half-plane was used to reduce reflections due to truncating the current distribution on the surface.
Arbitrary 2-D or 3-D terrain profiles can be entered ir*o the codes, and the source can be an
antenna with currents generated by the NEC method-of-moments code or a point source Results
were validated by comparing with 2-D integral equation solutior:s for actual terrain contours.

1. INTRODUCTIt

The scattering of HF radiation by irregular terrain is difScult to model due to the size of
the region involve] and the variety of conditions that may occur. Also, the terrain scattering
depends on the radiation patterr of the antenne, which itself may present a difficult modeling
problemn. Several techniques for modeling terrain effects were considered in a previous study (1)
rnd can be divided into solutions based oin integrating induced sources over the ground surface,
ray-based methods of geometrical optics or G'1'D/UTD and differential equation solutions. A 3D
geometrical optics model for terrain scattering was described in [1], and related investigations
have been conducted by Breakall et al. (2] of UTD models and by Janaswamy (3, 4] of integral
and differential equation techniques.

This report describes the development and validation of physical optics (PO) models for
scattering of HF radiation by two- and three-dimensional terrain surfaces. Results of some initial
PO calculations for terrain scattering were included in [5]. It has since been found that in order
to get accurate results when the antenna is located on the irregular terrain it is necessary to
invoke reciprocity to put the source at the distant receiver location and evaluate the field at the
original antenna location nea yronnd. In addition, second-order reflections in the vicinity of the
anterna and receiver were found tc <o important. Reflected and diffracted fields from the UTD
solution for an impedance hulf-plane were added to the model to reduce ripple in the radiation
patterns that would result from truncating the PO currents on the surfice. This last extension
saves computation time Dy reducing the range over which the PO currents must be integrated.

* Work performed under vhe auspices of the U. S. Department of Energy by the Lawrence Livermore
Naticnal Laboratory wi 2er Contract W-7405-Eng-48.
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Fig. 1. Coordinates for the 2-D tmodel of the terrain surface.

The PO codes will model a terrain with an arbitrary elevaiion profile by interpolating between
input elevation velues, and the transmitting antenna can be & point or line source or segment
coordinates and current values from a modified version of the NEC-MoM code.

The development of the PO models for 2-D and 3-]) terrain scattering is brietly described
in Section 2 of this paper. Also, a code for sulving the Fredholm integral equations (MFIE for
vertical polarization and EFIE for horizont:d polarization) was developed to validate the PO
models, and this solution is described in Section 3. Section 4 contains some results generated
to validate the codes. A more complete description of the PO and integral equation models and
additional examples f.r validation are contained in {6).

2. THE PHYSICAL OPTICS MODEL

For the 2.T3 2 pndel 442 vea ain surface will be asswmned to vary in height in the = direction
= ar) wd w2 ortan in the y direction, with surface normal fi and tangent vector 8 as
shown in Figure 1. The lossy ground is characterized by relative permittivity ¢, and conductivity
o, and these parameters may be functions of 2. Also needed are the wavenumber in air kg =
wy/pato and in the earth ky = ko/¢, where & = ¢ — jo/weq. The wave impedances in air and
earth are 0 = y/po/€o and 7y = 70/, /55, Tespectively, and the time dependence €/ is assumed.

In PO the current at each point on the surface is determined by the direct, incident field from
the source with the assumption that the field reflects as it would from an infinite plane tangent
to the surface at that point. Hence PQ is sometimes called the tangent-plane approximation. On
a lossy surface an impedance boundary condition is enforced and reflected fields are determined
by the Fresnel plane-wave reflection coefficients. At points shaded from direct illumination by the
source the PO currents are assumed to be zero. An arbitrary incident field can be decomposed
into TE and TM components, and in 2-D these components are not coupled by scatiering. It
is possible to solve two scalar scattering problems for the transverse field component:, but the
vector electric field will be computed since that is the field most often measured. While the
measurement points will be in the far field of the antenna, they may not be in the far ficld of the
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terrain scattering surface, so E/H = 1o cannot always be assumed.

. If the incident fields at point (z,z,) on the surface, where z, = h,(z), are E'(z, z,) and
H'(z, z,) the equivalent surface currents given by the PO approximation are

Kpm(z) = — & x By (r, 25) = (1 — Rrum) [E‘(:c,z,) -89 (1)
Jrm(z) =h x Hiy(z, z) = ~(1+ Rrm) [H(z,2,) - 7] 8 @
for TM polarization end
Kre(z) = - & x E4g(z, z) = (1 + Rre) [B'(z, %) - §] 8 (3)
Jre(z) =i x Hig(z,2) = (1 - Rye) [Hi(z,2,) - 8] 7 (4)

for TE polarization, where E! and H! are the total surface fields. The reflection rnafficients are
given by [7)
ko cos §; — kg cos G

RTE:E;/E"’gkacosO,-+kgcoseg (O)
and
Ry = Hy 1} = (Lm0 R0 ©

m—ﬂi + ko CC_US_GL‘

where the angle 6; is between the incident ray and the normal, so that cos6; = —f,- &, and 8 is
the complex angle of the ray transmitted into the ground

cos B = [1— (ko/ky)?sin?0;] /2.

The total surface currents are then
K(z) = Krr(z) + KtMm(2)

I(z) = J1g(r) + Im(z)

over illuminated parts of the surface. The scattered field is chtained by integrating over the
surface currents as

E'(z.2) =~y [
x

1

e T ds + / P V() x Kiz) d' (M
z1

where ds’ is the slement of length on the surface d8' = /1 + [R,(Z)2dr’ and Te(r,r') is the
dyadic Green's function. In two dimensions

Foir,r) = (i + 7CITVV) Ge(r,r)

Gelr, 1) =—a£}182)(k|r -r)
where ¥ = z& + xZ is the vector to the fleld evaluation point, ' = 2% + h,(2’)Z is the vector to
the source point on the surface and Hf,z) is the Hankel function. The limits z; and z7 should be

positive and negative infinity, but in practice the integral is truncated at points beyond which the
contributions are negligible.
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In the direct application of PO the antenna on the ground produces fields over the terrain
thet determine the currents in equations (1) through (4). Significant scattering is expected from
points over the irregular terrain and also from the ground near the antenna even if it is flat. Fields
that reflect from the ground under the antenna and then are scattered by the terrain irregularities
can also be mportant, and these represent second-order scattering terms. A second-order PO
solution would require much more computation than first-order, or else difficult decisions about
which terms to retain. However, when the antenna is located over flat ground the PO integral
can be stopped over the flat region between the antenna and & mountain, where the contribution
is small, and the direct and reflected rays from the antenna that illuininate the mountain can be
obtained from geometric optics. This GO/PO model gave better accuracy then simple first-order
PO. However, it cannot easily be extended to the case of an antenna located on the mountain.
Also, PO is not accurate for an antenna near the surface of finitely conducting ground, even flat
ground, unless the solution is modified to use the accurate near field over the ground, involving
Sommerfeld integrals v approximations.

To avoid these difficulties reciprocity was invoked to make the distant receiver, sweeping an
arc in the sky, the source of Ef and ¥ in equations (1) through (4). The scattered fieid at a test
dipole at the antenna location near ground is then evaluated using the near-field form of equation
(7)- To approximate the field that scatters from the terrain and then is refiected again from the
ground near the antenna, the field is also evaluated at the image of the test dipole reflected in a
plane tangent to the ground under the antenna. Since the equivalent currents in equations (1)
through (4) were obtained with the assumption of zerc field behind the surface, the evaluation
at the image point should yield zero field if only first-order scattering occurs. The actual field
evaluated at the image point will include fields that have scattered once from the terrain before
passing through the surface and also errors due to truncation of the PO integrals and curvature
of the surface. When the field at the test dipole and its image are combined thesc errors can be
partially cancelled for horizontal polarization where they are often me it significant.

The field evaluated at the image of the test dipole is assumed to actually reflect from the sur-
face and reach the antenna location, and hence should be multiplied by the appropriate reflection
coefficient before being added to the direct field. However, the angle of incidence needed in the
reflection coefficient is not known since the field has an integral rather than a ray representation.
To approximate the angle of incidence the terrain is initially searched to determine the average
angle for all points oa the terrain than can be seen from the location of the image test dipole. This
angle is not aliowed to be less than about 10 degrees to avoid negative angles when the antenna is
on top of a mountain. In such a casc the second-order reflection would actually take place on the
side of the mountain with & positive angle, but. an accurate configuration could not be determined
without ray tracing. Despite these approximations, the inclusion of the image field was found to
significantly improve the accuracy in the cases tested. The field due to the image of the distant
source (original receiver) is also included in the incident fields in equations (1) through (4) when

it lluminates the front of the scatterng surface.

The final addition to the PO model was to include the felds reflected and diffracted from half-
planes extending from the limits of the PO integral to negative and positive jnfinity. The UTD
solutinn for an impedance half plane by Volakis {8) was used. UTD does not provide a seamless
transition from the PQ solution due to the different edge treatments. However, the inclusion of
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(70, 23)

image f

Fig. 2. Illustration of the components treated in the PQ model, including reflection and diffraction from the UTD
half-planes.

the UTD haif-planes does provide a substantial reduction in the ripple in the radiation pattern
due to truncation of the PO integral. The terms included in the final PO model are illustrated in
Figure 2. The extension of the 2D PO model to 3D is straight forward, with the UTD half-planes
replaced by a frame formed by four half-planes.

3. THE 2-D INTEGRAL EQUATION MODEL

integral equation solutions for the current on the terrain surface were developed as a means to
check the validity of the PO results and also were invaluable for determining which contributions
were important in developing the PO model. The MFIE was solved fcr vertical polarization and
the EFIE for horizontal polarization [9] with an impedance boundary condition over the surface.
For TE polarization the equation for the magnetic surface current X, is

B) = 3Kt0) - / ) (—J‘wu/n, * %) Gefr,x') (8- ') do’ ®

where zm, < z < zp and 8G/0n' = i’ . V'G.. The equation for TM polarization is related to
(8) through duality, 30 only one cade is needed. The only difference in the solutions is that the
source of Ej, in (8) will be an electric line current in the y direction, while the source of Hj, for
TM polarization will be a strip of vertical electric current J, extending over - a0 < y < 00.

The integral equations were solved by the method of moments with pulse expansion of the
current and point matching. To reduce reflections in the solution at the ends of the integration
range the first and last pulse basis functions were extended to negative and positive infinity,
respectively. The extensions used functions of the form exp{—jkR,(z)|/R}(z), where R,(x) is the
distance from the source antenna to the point (z, z,} on the surface, and the exponent n was tiken
a5 1/2 for vertical polarization and 3/2 for horizontal polarization. The integration contours to
infinity were deformed into the complex z plane to obtain rapid convergence. This extension of
the basis functions essentially eliminated reflections in the solution for current. Tlowever, a similis
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Fig. 3. Terrain profile for the Cedar Valley, Utah site.

extension of the current in computing the radiated ficld is more difficult since the integration in
the complex 7 plane could encounter branch cuts. Hence the current was truncated et x,, and z,
in computing the radiated field, producing some ripple in the pattern unless the limits extended
sufficiently far from the source.

4. RESULTS AND VALIDATION

To validate the PO model and the independent work reported in [2], [3] and [4], measurements
have been made of the radiation from antennas in hilly terrain at a site in Utah [10]. The terrain
shape along the helicopter flight path at Cedar Valley, read from a topographic map for input to
the 2D PO code, is plotted in Figure 3. Vertical monopole and horizontal dipole antennas were
located at the base of the hill (z = 0 m) and on top of the hill (z = 170 m) and also at a site
in the valley behind the'hill. A vertical dipole at height 2 m above the surface and a horizontal
dipole at 4.57 m above the surface were used for validetion. The patterns compiited by the PO
code for the actual monopole and dipole dimensions were very close to the patterns of these point
SOUTCES.

The results of the PO model were first compared with the integral equation solution to
postpone dealing with real-world uncerteinties. Comparisons arc shown in Figure 4 for vertical
and horizontal sources at the base of the hill and at the top of the hill at 27.7415 MHz. Generally
good agreement is seen between the PO and integral equation models in these cases. Similar
agreement was obtained at 8.015 MHz. The codes were also compared for a simple Gaussian curve
approximating the front side of the hill at Cedar Valley. This smooth hill produced & scattering
pattern with much less fine detail, and the codes were again in guod agreement. The PO model
was also compared with radiation patterns measured at Cedar Valley and was in agrccment on
the main features of the pattern, with some differences apparently due to uncertainties in the
ground profile or factors in the measurements that were not teken into account.

4. CONCLUSION

A model using physical optics was developed for scattering of HF radiation by irregular
terrain. Both 2D and 3D models were developed, since the 2D model offers a faster solution and
simpier definition of the terraiu shape, while the OD model is needed when scattering ocours from
obstacles out of the vertical plane from transmitter to receiver. Reciprocity was invoked to place
the source at the distant receiver location, and second order scattering was included through
geometrical optics approximations. The UTD solution for an impedance half-plane was included
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to reduce errors due to truncating the PO integral. Results from the PO codes for an actual
terrain profile were in good agreement with an integral equation solution which is expected to be
accurate,

The PO codes are set up to model terrain of arbitrary shape and to read antenna geometry
and currents from a file written by a modified version of the NEC-MoM code. Alternately,
point or line sources can be used. The terrain shape Is described by generating a file containing
elevations at a number of points read from s topographic map, and the code applies cubic-spline
interpolation to the points entered to determine the surface for the PO solution.

‘This work was supported by the Naval Security Group Command through CDR Gus K. Lott.
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Abstract

As high frequency RCS prediction techniques have matured such that simulated dauw is
useful for abject algorithm development, there is interest iu the development of prediction
models for objects in natural terrain environments. Because the retum from a given class
of terrain is a complex funciion of geography and weather conditions, models for terrain
reflectivity are based on measured data. ’nl:e development of theorctical scattering models
in combination with random process models is of interest for the application of ground
scenc imagery prediction. Xpatch is used w predict SAR imagery of a ground object ina
sand terrain seiting modeled by & facetcd ground plane with a Gaussian height distribution.
Statistical analysis indicawes the predicted imagery is suitable for preliminary object
algorithm development based on first order statistical differences in terrain and object pixel
returns.  The predicted image duta is not suitable for object algorithm development hascd
on polarimetnic scene retums.

Inrreduction

Advances in digitel signal and image processing capabilities and speed in on board radar
hardware are allowing morc sophisticated object detection and classification algorithms 10
he developed tor future radar systems. High quality measured data taken from a simulated
scenario of interest can be used 1o test new detection or classification algorithms, However,
it is cost probibitive to measure every scenario geometry and environment of intereit. The
development of an accurate computer model for predicting radar sensor images ¢ rround
objects in land clutter environments allows the radar image prediction of additional
scenario geometrics and environments, The modeled image data can then be used for mure
complete testing of abject detection and classification slgorithms.

In Radar Cross Section (RCS) signature analysis of discrete objects shows that multiple:
interactions dominate the scattering pattern at non cardinal aspects. [t is likely that
multiple bounce interactions between a ground object and its environment are also critical
at non cardinal angles. Thus, any scene model that is used to predicl data tor algorithm
deveiopment must include a mukiiple intcraction capability 10 model the seattering
interactions between elements in a scene,

Xpawch, based on the Shooting and Bouncing Ray (SBR) technique developed by §. W.
Lee and colleagues at the University of Winois[ 1], is providing the mast accurate simulated

RCS deta for reflective objects, SBR mudels multiple hounce interactions an! shadowed
regions of the object that are important for an accuraw prediction for any practical vehicle.
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Theoretical models for terrain scauering have been investigated since the 1950's. Early
theoretical terrain models postulated a facet model for rough terrain based on geometrical
optics [2). The facets that are oriented in the specular direction of the radar contribute to
the terrain cross scction, while facets that are not oriented towards the radar do not. In
carly facet models, multiple bounce between facets forming the terrain model were not
computed.

Xpach is used to predict Synthetic Aperture Radar (SAR) imagery of ground vehicles on a
sandy road surface. A Gaussian distribution of height is used to generate a faceted terrain
1o simulate a rough unimproved road setting, and a ﬁll ground plane is used to simulate flat
ground. A diclectric constant for sand is assigned to both terrain models. Sample SAR
imagery for the taccted ground plane case and flat ground plane case is presen: |, and the
statistical distribution of terrain returnis in a sample rough ground planc image 1~ computed
to asses the realism ol the simulated imagery.

Since the SBR techniguc models the muliiple bounce interactions beiween the object and
terrain facets and interactions between terruin facets, the Xpatch model provides an
cnhanced facet model for terrain returns.  This paper describes the development of the

enhanced facet model and presents sample simulated SAR imagery. Statistical analysis of

predicted X band imagery is discussed.
Development of Enhanced Facet Model for SAR Image Predicuon

Figure 1 shows a flow chart of predicting a SAR image of an object on a terrain
background using WL/AARA radar modeling tools. The ground objects used in this
q_rojucl were developed in ACAD by Viewpoint, and the tiles were saved in IGES fornat,

he pround plane facct representation for a flat or rough faceted wrrain model is created by
the FACET_TERRAIN option in Cifer.

Measured SAR datu is usually characterized by the center frequency and the range and
cross range resolution capabilities of the imaging radar. SAR_PARAMS, computes the
trequency bandwidth, step size, aperture width and azimuth step size for swept frequency
and angle RCS predictions based on the inpat scene size aud desired image resolution.

To simulate the SAR radar signal processing directly, Xpatch predicts the RCS of the
object over a bandwidth of frequencies and a range of angles. The SBR technigue is used
to compute the RCS of the input ohject geomctry for the input incident and scauered
directions. A grid of incident rays 1s launched at an object from the radar direction.
Geometrical Optics is nsed to compute the reflection of the ray from the object surface. A
reflected ray from onc point on the object surface can hit the object surface at a second
point. GO reflections are computed up to the maximum number of "bounces" specified in
the input file. The contribution of rays emerging {rom the object surface are summed to
compute the scattered far field. Xpatch includes a ray divergence factor for curved
surfaces, a capability to handle layered matenial wansoussion/reflection, and first order
cdge diffraction

To sinavlaic & SAR iinage, the swept ficquency and iciivith anglc RCS daia predicicd by
Xpawh is processed with a 2D Inverse Fast Fourier Transtorm (IFFT). KHOROS is a
visual programming environment that includes data and image processing tools, and image
display capabilities. A KHOROS workspace reads the Xpatch output RCS data file,
performs the IFFT processing, and displays the resulting 2D SAR image.
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Figure 1: WL/AARA SAR image sinulation process.

Computing the data for a SAR image of a complex wrget requires significant computing
resources.  Xpatch includes a SAR simulation capability that applies time domain mapping
methods to form the SAR image from the object returns computed at the cemter of the
aperture width at the center frequency. The main accuracy Limitation of this method is that
the image is formed at the center of the aperture width, such that the ficld 1s assumed
constant over the aperture, Criteria for when this approximation is valid are not wel)
defined.

X.patch Simulaied SAR fmagery of Ground Objects au Terrain

The Xpatch RCS model. is ased to predict SAR imagery of ground objects on a sandy
torrain surface. The terrain is modeled as 100 ft. by 1{{) 1. rough sand surface wiih a
Gaussian distribution of height and as a flat sand surtace also 100 ft by 100 fi. Triangular
terrain facets arc formed by a grid of points spaced 1 ft apart. The rms surface roughness
of the rough sand surface is modeled as 3 inches The frequency dependent diclectnic
constant {3} and the rms surface roughness as a function of wavelength is shown in Table
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1. As the surface roughness is greater than 0.13 at ail frequencics, the terrain is considered
rough by the Rayleigh roughness criterion [4].

Scenc images are predicted at 0.5 GHz, 1 GHz and 10 GHz. For 0.5 and 1 GHz the range
and cross range rcsolution in the simulated imagery is | ft. At 10 GHz, the simulated
imagery resolution is 3 inches. Table 2 summarizes the radar parameters tor the SAR
image simulation. 2 rays per wavelength are spesified for the incident ray grid. The
maximum number of bounces for the SBR computation of the object scattered field is 10,
and the first hounce 1s computed by the 1. rdware Z buffer as opposed to straight PO.

Figure 2 shows the ray behavior for the case of & tank on the smooth sand surface, The
radar is at 30 degrees clevation for this monostatic scenario. This Xpatch Previewer
visualization shows that only terrain/object interactions close to the tank contribute to the
scene return. The rays that are incident on the terrain but do not bounce from the terrain o
the tank reflect off the terrain away from the racar. There are uo terrain/terrain
interactions. Xpatch3, the ime domain SAR simulution, is used to simulate 4 SAR image
from the 30 degree clevation aspect picture at | GHz. The simulawd image of the wnk
over the smooth terrain is shown in Figure 3. Tius image is consistent with the ray
behavior shown in Figurc 2. The only temain contribution to the image occurs near the
tank. The edge werms are an artifact from truncating the terruin model that can be removed
in image processing. The terrain that is not invoived in a terain/object interaction does not
contnibute any significant retum to the image.

The ray behavior for the case of a tank on the rough sand surface is shown in Figure 4,
Again, the radar is at 30 degrees elevaticn. This visualization shows terrain/object
interactions near the ank, terrain/ohject interzctions between an outlying terrain region and
the tank, and terrain/teirain interactions. The random orientation of the facels simulating a
sandy terrain scatier the incident vadiation in random directions. The random facet model
in combination with the multiple bounce capability of Xpaiwch simulaes the more omni-
directional diffusc scatter expected from a rough surface. The corresponding simulated
SAR imagce is shown in Figuie 5. This image confirms the ray brhavior shown hy the
Previewer. ‘The rough terran scatters the incident energy in & diffusc manner, thus a
portion of the terrain scattered ficld is directed back towards the radar.

Figure 6 shows a predicied image of a fire ruck over the rough sandy terrain.  This image
is predicted with Xpatch? at an elevation angle of 10 degrees and azimuth angle broadside
10 the vehicle for HH polarization. The frequency is 10 GHz, and the image bin size is 3
inches by 3 inches. A density function computed from 10,000 tervain pixels in the image is
shown in Figure 7. The mean pixel reflectivity, -20.0 dB, is proportional 1o the terrain
reflectivity, and the standard deviation is 4.6 dB. The mean to median matio is (1.98, and the
density function is approximately Gaussian. Figure B shows the pixel reflectivity density
function for the HV polatization. The mean HV pixel reflectivity is -46 dB, and the
standard deviation is 7.1 dB, Although the mean to median ratio is .99, the density

function appears weighted towards the lower pixel reflectivities.

A direct comparison to measured data for terrain clutter is difficult because published
resalts from separate measurement programs for a given terrain type vary by as much as 10
dB. Long(5) gives a 8.6 dB range for the X band HH polarized a©, radar cross section per
unit arca, for disked ticld at a depression angic of 10 degrees. A spreud of 17 dB is given
for an asphalt road with gravel, The pixel reflectivity standard deviation indicates that 80%
of the pixel reficctivitics are within 4 9.2 dB range. Thus, the pixel refiectivicy density
function width predicted by Xpatchd is within the expected range in comparison with
similar terrain types,
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Table 1: Frequency dependent dielectric constant {4) and surface roughness.

Frequency Sand Rel, Permituvity RMS Rough (A)
0.3GH: 733~ 0.0030 0.127)
—  L.OGH:z 2.95-30.07T60" 0.254A
10.0GHz 23550087 2,542

Table 2: Radar parameters for SAR simulation.

Frequency | Bandwidth Number Synthetic Number Total
(GHz) (GHz) Freg, Steps | Aper. (Deg.) | Az Siep. Itcrations
0.5 0.492 101 378 953 95,300
1.0 0.492 101 726 1293 159,300
10.0 1.968 401 9.42 15,237 6,130,000

The HY pixel reflectivity is 26 dB below the HH pixel reflectivity. The ditference between
the HH and HV return is higher than expected for sand tenain. In general rough surfaces
tend to depolanize the incident field, thus the difference in the cross-polarized and and co-
polarized fields is not as high as the difference for smooth surfaces. The large difference
bewween the HH and HV retum is caused by modeling the terrain by smooth flat plates.

Conclusions

Xpatch3 has been used to simulaie SAR imagery of ground objects over rough sandy
terrain The predicied image pixel reflecuivity distribution in the HH polarization predicted
is in agreement with published ranges for similar terrain types. The HH reflectivity pixel
distribution predicted by Xpaich3 is similar to the distribution predicted by empirical
models that rely on statistical distributions characterized by a meun and spread facto:.
Because Xpatch uses a Fresnel reflection model for dielectric surfaces, the statistical
distribution of predicted rewms is a funciion of the terrain geometry maodel. Thus, the
accuracy of the terrain reflectivity distribution piedicted by the enhanced facet model
depends on how accurately the statistics of the ground plane model represent the terrain
type.

Preliminary object detection algorithms that exploit first order statistical differences
berween object retums and ground retumns should be applied o the simulared data set. The
rcagh facet termain dees not model th2 depolarization caused by a rough terrain sarface.
Therefore, the difference in HH and HV (crrain retums predicted by Xpatch are higher than
expected for rough terrain.  Xpatch predicied SAR data for faceted terrain maodels is not
appropriate for polarimetric object algorithm development.

Further analysis of simulaicd image daiws {Tom rough facet icnain generaicd by a wider
variety of statistical and texture distributions will quaniify the relationship between
physical model roughness and the terrain reflectivity distribution in simnlated imagery.
This investigation should be pursued il preliminary object algorithm development for
ground obiects in benign clutter environments based on this data is premising,
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Figure 2: Xpatch Previewer ray diagram for
tank on smooth ground plane: (® Az, 30° El.

Figure 4: Xpatch Previewer ray diagram for
tank on rough pround plane: (* Az. X)* EL

Figure 3: Xpawch3 predicted image of
tank on smooth ground planc: 1 GHz,
0° Az. 300 El.

Figure 5: Xpatch3 predicted image of
tank on rough ground plane: 1 GHz,
(» Az 30¢ EL

325



Figure 6; Xpaw.-3 simulated SAR image of fire truck over rough ground plane:
10 GHz, 90° Az. 10° EL
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On The Use of Ray Tracing for Complex Targets!

Thoma  Moore, Exii C, Bust, Fosrest P. Honsberger
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Lexington, MA 02173

1. Introduction

Modem high frequency codes are migrating towards the use of ray tracing as a means of computing
the scatiered field from complex objects. The curren state of the ast in ray tracing is codified in the Xpatch
series of computer codes. There are a number of key issues that arise when developing ray tracing algo-
rithms for comp! - scattering problems. This paper addresses three critical design issucs: facetization
effects, current element shadowing, and estimating the scattered fields that arise from multiple reflections
of 12 . s. These issues will be discussed in order in the following sections of this paper. The paper concludes
wil.i recommendations on these issues.

2. Feoetization Effects

‘This section considers the effect of target model facetization. Complex models are typically modeled
using flat trigangluar facets since tracing rays with fat surfaces is very efficient, The obvious effect of
using facets is that many facets are required to accurately model a curved surface. There exists a point
where the time required to trace rays with a very large faceted model exceeds the benefits of using facets in
place of curved surfaces. Although the question of facet representation vs. curved surface represendation is
important, this section assumes that the model will be faceted. The question that is addressed in this section
is what effect does facetization have on multipic reflections.

The effect of model facetization on roultiple scattering from curved surfaces is best demonstrated by
an exampk:. Consider a electrically large cylinder in front of an electrically large plate. The cylinder is off-
set from tise center of the plate in order to eliminae any effects due to symmetry. This geowetry is depicted
in Figure 1. In order to demoanstrate the effect of the facetization of the cylinder, high resolution inverse
synthetic aperture vadar (ISAR) images are generated from predicted data using the Xpatch-1 code, The
predicied data are gencivied over a froquency band from 9.5 GHz to 10.5 GHz. This yields a range resolu-
tion of approximately 25 cui.

Figure 2 contains an ISAR imagr of the cylinder-plate complex when the cylinder was facetized with
64 facets. An arc of responses appears down range from the plate. This arc is & consequence of the faceti-
zation of the cylinder. Figure 3a and 3b demonsteate the effect of increasing the facetization of the cylinder
by factors of 2 and 4 respectively. It is clear from Figure 3 that the effect is not allevisted with moderate
increases in the facetization of the cylinder. This is a nos-inguitive result since it is generally believed that
23 the number of facets representing a surface is increased the accuracy also increases. This example indi-
cates that increasing the facetization of geometries does not uniformly approach the curved surface repre-
sentation.

The ancmalous retums c¢an be explained by examini»g the physics of the problem. The geometry con-
figuration admits rays that reflect off of the cylinder, refie t off of the plate, and then refiect off of the cyl-
inder back towands the receiver. Since the plase is the last body that the rays reflect from, the currents that

1. This work was sponsored by the Depsrtment of the Air Foroe under Contract F19628-90-C-0002 and
Wright Laboratocies AARA.
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the rays s&{ up on the plate are integraied back to the seceiver. Figure 4 depicts a typical distribution of cur-
rent patches that are set up by the reflected rays. Figure 4 indicates that the currents on this plate are dis-
continuous. It is these discontinuities that give rise 1o the anomaloys retums, It is important to note that in
the images higher ray densities do not mitigate this effect. A curved surface representation of the model
would only mitigate this effect with a very large ray density.

D e
3m
3m

O r=05m

Figurc 1. Geometry of the cylinder-plate example.
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Figure 2. Xpatch image of the cylinder-plate geometry (64 facers), aspect angle = 27 deg.

40 -4.0 20 0.0 20

CROBS-RANGE (m)

"y "e
- wcomamr

" 1“°e

1ns ne

AL7] "e

1 ne

" s

o
a Q W
2 i)
» 10
“” i)
o [

iu ‘w"
3
i

40 &0

e a8 3 [

[ “ -

RGN

Asp 51 rmeuir

gy ™ "

-

40 I [
QROSS-AANDE

i1l
-}

Figure 3. Xpatch image of the cylinder-plate geometry 128 and 256 facets.
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Figure 4. Depiction of current patch distributions on the plate.

3. Current Shadowing

Another question that arises when using ray tracing is when to integrate the current induced by a iy
reflecting off of a surface back towards the receiver. The Physical Optics principle states that a current is
induced oo a suface visible 1o the source, e.g. a ray hits a point on the target after several bounces, and
then the warget is removed and the induced curents are integrated to find the response at the receiver.

Errors arise when the current patch is not directly visible 10 the radar A prototypical anomalous
response can be demansirated with the example shown in Fig. 5. The parallel plate exsmple is representa-
tive of geometries found on modern aircraft, e.3. the piste geomerry is a canonical exzinple for wing
pylons. Figure 6 shows the Xpatch ISAR image of the parallel plaies st an aspect sngle of 45 dzy. along
with a corsesponding image formed using the Method of Momenis. Figure 6 indicates an anomalous
respense exists down range from the parallel plates. This responsc is only present over a limited set of
aspect angies as demnnstuared by Figures 7a and 7b.

Careful examination of the ray putbs indicate that arouud an aspect angie of 45 degrees there is a set
of rays that exit out of the paralic] plates after reflecting off of the top plate. The majority of the rays exit
from the paraliel plates after re@octing off of the bottom plate. The algorithm that Xpatch uses to find the
PO regpouse is a combined E and H formulation[1]. Under this formulation there is very litile response in
the forward scartered direction. This accounts for the anomalous response oot being present when the rays
exit after reficcting off of the bottow plate. This is depicted in Fig. 8.

The large response down range from the top plate in the iinages results from the multiple refleciions
that exit from the 10p plate. The response is smeared in the image plane since the rate-of-change of the path
length is a strong function of the aspoct angle. This is 2 non-physical response that is a consequence of the
current integration scheme present in the Xpatch code. This type of response can be eliminated by sending
a“test” ray from the current patch to the receiver to check for visibility. If Phys:cal Optics is used to calcu-
late; the first bounce response, then infc wation on the visibility of each paich is already available and can
be used in place of the “test” ray for the monostatic casc. In either approach, ihe curreni patch should only

CORATILRAIC 10 T scatic -d 8cld If the patch i vizible 0 the re~siver.
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Figure 5. Parallel plate scanierer geometry.
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Figure 6. Comparison between Xpatch and MOM images of the parallel plate geometry.
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Figure 7. Xpatch images of the parallel plate geometry at aspect angles of 35 deg and 55 deg.

CURRENT PATCH

Figure 8. Ray trace of the paraliel piate geometry.

4. Integration of curvent patches

A more subtle guestion that arises when trac:og rays is at what point are the induced currents inte-
grated back to the receiver. In the last soction the problem of visibility was addressed. In this section the
question 01 whether 10 only integrate the currents induced at the last reflection point (2s in Xpaich), or to
ingegrate v currenis inducsd A €ach surtace the ray reflzcts from . The evinus exampie of the parallel
plates demonstrates the effect of the differcnt methods of integration. For the parallel plates the image
changed dramatically depending on the last exit point. This is a non-physical effect.
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In general, the smount that & current patch wili contribute 10 the received xcatiered ficld is related to
the angle betwoon the average radar line of sight and the normal vector of the surface. The average radar
line of sight is defined as the sverage of the unit vector from the transmitter 1o the current patch and the
it vector from the reoeiver 10 the curent patch. The smount of energy that an individual reflection con-

tribuses 1o the scattered feld is typically small since most of the energy is reflected in the direction of the
ny.

Although the contribution 0 the scatizred ficld from a ray reflocting from a surface is small, it is not

negligible as was demonsirated in the prévious example. It can be argued that the contribution from a sec-

tion of the targct surface illuminatod by a my should always contribute to the acatterod ficld, since physi-
cally the currents induced on the surface from a ray refloction ase not effected by what happens to the ray
afier the reflection.

5. Summary and Recommendations
This paper considered three critical issues that arise when using ray tracing to calculate the scattered

ficld from complex tagets. The exampics presemted indicate that the issues of facetization and current inte-

gration, have a real impact on the ac